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Abstract

Far-infrared and submillimeter wavelength surveys have now established the important role of dusty, star-forming galaxies (DSFGs) in the assembly of stellar mass and the evolution of massive galaxies in the Universe. The brightest of these galaxies have infrared luminosities in excess of $10^{13}$ L\textsubscript{⊙} with implied star-formation rates of thousands of solar masses per year. They represent the most intense starbursts in the Universe, yet many are completely optically obscured. Their easy detection at submm wavelengths is due to dust heated by ultraviolet radiation of newly forming stars. When summed up, all of the dusty, star-forming galaxies in the universe produce an infrared radiation field that has an equal energy density as the direct starlight emission from all galaxies visible at ultraviolet and optical wavelengths. The bulk of this infrared extragalactic background light emanates from galaxies as diverse as gas-rich disks to mergers of intense starbursting galaxies. Major advances in far-infrared instrumentation in recent years, both space-based and ground-based, has led to the detection of nearly a million DSFGs, yet our understanding of the underlying astrophysics that govern the start and end of the dusty starburst phase is still in nascent stage. This review is aimed at summarizing the current status of DSFG studies, focusing especially on the detailed characterization of the best-understood subset (submillimeter galaxies, who were summarized in the last review of this field over a decade ago, Blain et al. 2002), but also the selection and characterization of newer DSFG populations. We review DSFG population statistics, their physical properties including dust, gas and stellar contents, their environments, and current theoretical models related to the formation and evolution of these galaxies.
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1. Introduction

Understanding the origins of the cosmic background radiation, from the X-ray to the radio, has led to detailed analysis of distant galaxy populations and their formation and evolution. While astronomers have made significant progress in studying the stellar mass content of galaxies, the growth and assembly of stellar populations, the physics surrounding supermassive black holes in galactic centers, and the ubiquity of galaxies in the early Universe—all from optical, X-ray and radio observations—it has become increasingly evident that a significant portion of galaxies’ light is emitted at far-infrared and submillimeter wavelengths.

In the early 1990s, the Far-InfraRed Absolute Spectrophotometer (FIRAS) aboard the space-based Cosmic Background Explorer (COBE) measured the absolute energy spectrum of the Universe at far-infrared and sub-millimeter wavelengths above 150 µm. These measurements showed for the first time that the Universe emits a comparable energy density at infrared and sub-millimeter wavelengths as it does in the more traditionally studied optical and ultraviolet. The implications of this are significant: optical and ultraviolet observations alone will miss roughly half of the star formation activity in the Universe. More troublesome is that this problem is exacerbated at high-redshift, where the bulk of the cosmic star formation activity takes place. The original COBE measurements of the cosmic infrared background (CIB), combined with galaxy surveys at optical wavelengths, showed that there must be either a population of galaxies that are enshrouded in dust or numerous dust-enshrouded regions within optically-detected galaxies where newly born massive stars are likely born. The radiation coming from stars in dusty regions heat the dust and the thermal emission from the dust at far-infrared and submm wavelengths (from roughly 10 – 1000µm) leaves the signature of their presence.

At these long wavelengths, one encounters multiple observational limitations: the water vapor in the atmosphere forces sensitive observations to be made from either high and dry locations on Earth or from space. Another challenge has been the hitherto poor sensitivity of detectors operating at these long infrared wavelengths. Still, since the original measurements of the IR background by COBE, the field has seen an explosion of interest. In the late 1990s, deep blank field pointings with the Submillimeter Common-User Bolometer Array at 850 µm on the James Clerk Maxwell Telescope (JCMT) directly detected, for the first time, large populations of high-redshift galaxies that are extremely bright at far-IR/submm wavelengths but are nearly invisible in the optical. These ground-breaking studies revolutionized the field of galaxy formation, and turned the study of high-z dusty galaxies into one of the fastest growing areas of extragalactic astronomy. Following surveys by the Spitzer Space Telescope at mid- and far-IR wavelengths, as well as by both balloon and ground-based submillimeter (submm) and millimeter (mm) single dish radio facilities, have since detected galaxies with a wide range of inferred star formation rates, stellar masses, and black hole luminosities. The most recent development has come from the Herschel Space Observatory which, during its 4 year operations between 2009 and 2013, mapped more than 1300 deg$^2$ of the sky between 100 and 500 µm, and detected more than a million galaxies bright at far-infrared and submm wavelengths (Figure1). The increases afforded by these facilities have allowed for large statistical studies of a cosmologically crucial populations of galaxies which is a marked improvement over the original samples of ~ 200 galaxies discovered in the original submm surveys with SCUBA in the late 1990s. With the recent commissioning of SCUBA-2 on the JCMT, as well as the Atacama Large Millimeter Array (ALMA) in Chile, unprecedented statistics and detailed physical characterization of precisely-identified submm bright galaxies at high-z are imminent.

Since their initial discovery, dusty star forming galaxies at high-z have become a critical player in our understanding of cosmic galaxy formation and evolution. The most luminous of these systems are the brightest galaxies in the Universe, and are seen back to just ~ 800 Myr after the Big Bang. The most luminous DSFGs are the most intense stellar nurseries in the Universe, and have inferred star formation rates (SFRs) of as much as a few thousand solar masses per year (compared to the Milky Way’s paltry ~ 2 M$_\odot$yr$^{-1}$ Robitaille & Whitney 2010). All of this is typically happening in a spatial extent so compact, that the star formation rate surface densities of these galaxies are among the largest known. These DSFGs provide a unique laboratory for investigating the physics of star formation in environments far more extreme than can be found in our own galaxy.

A sub-sample of DSFGs are known to harbor heavily dust-enshrouded supermassive black holes. A variety of lines of evidence suggest that these galaxy may serve as precursors to luminous quasars, and serve as the site of a

---

1Hereafter, we generalize all galaxies at high-z that have been originally selected at infrared or sub-millimeter wavelengths as dusty star forming galaxies (DSFGs). This encompasses a diverse zoo of galaxies, that we discuss in greater detail in Chapter 2.
The discovery of copious numbers of submm and infrared emitting galaxies at high-$z$ has proven to be a significant challenge for theoretical models of galaxy formation. As we will discuss later, cosmological models of structure formation and galaxy evolution have had a difficult time understanding the origin and evolutionary destiny of these heavily star-forming systems utilizing *ab initio* simulations. Whether or not they are simply scaled up versions of local extreme galaxies (such as UltraLuminous Infrared Galaxies [ULIRGs]), or a different beast all together is still a heavily debated topic today.

In this review, we summarize what has been learned about high-$z$ dusty star forming galaxies over the past decade, from the characterization of original submm sources detected by Scuba, to newer DSFGs found by *Herschel*. We will summarize both the population statistics—number counts, redshift distribution, luminosity functions—as well as detailed physical properties of these dusty, star forming galaxies. We will review the contribution of these galaxies to the cosmic star-formation rate density, the stellar mass build-up of the Universe, the formation of massive early-type galaxies, and properties of DSFGs’ star forming regions. We will also present results related to source clustering and the anisotropies of the background. Finally, we review theoretical attempts over the last decade to understand the origin and evolution of DSFGs in a cosmological context.

Extragalactic infrared-based astronomy is at a period of great growth. With the development of the James Webb Space Telescope (JWST; space-based near and mid-IR), continued development and operations of the Atacama Large Millimeter Array (ALMA; ground-based far-IR and submm interferometer) and the planning of Cerro Chajnantor Atacama Telescope (CCAT), the community is investing heavily in facilities that will enable the detection of and physical characterization of dusty systems out to the Universe’s earliest epochs.
This review is organized as follows: In § 2 we summarize basic properties of various galaxy populations that are characterized as DSFGs and the observational programs at submm and far-IR wavelengths. In § 3 we review existing measurements related to the number counts of DSFGs at a variety of wavelengths, including gravitationally lensed counts at the bright-end of the flux densities at submm and mm wavelengths. In § 4 we review the redshift distributions and luminosity functions. The physical characterization of DSFGs, including multi-wavelength properties, are reviewed in § 5, while in § 6 we review some of the basic physical properties of individual DSFGs that are studied in detail in the literature. The spatial distribution of DSFGs and galaxy clustering and environmental effects are in § 7. In § 8 and 9 we review the molecular gas, mainly CO and dense gas tracers such as HCN, and ionized gas, such as [CII], properties of star-forming galaxies, respectively. § 10 presents a review of theoretical models related to DSFG formation and evolution, from numerical and hydrodynamical simulations to semi-analytical recipes in the literature. We conclude our review with a summary of outstanding scientific questions for future research programs in § 11. When quoting results, as needed, we assume a general cosmological model consistent with Planck data [Planck Collaboration et al. (2013b)]. We state our initial mass function (IMF) assumptions when appropriate, and throughout, address how changes in the IMF will alter select results.
2. Selection of Distant Infrared-Luminous Galaxies

This section discusses the selection of dusty star-forming galaxies at far-infrared and submillimeter wavelengths. Given past and current survey detection limits, these galaxies are typically prolific star formers that exhibit infrared-based star formation rates as much as a few orders of magnitude above a normal \( L_\odot \) galaxy. Although they sometimes only represent the tip of the iceberg in terms of galaxy mass halos and star formation rates, they shed light on how galaxy formation processes in the early Universe might differ from the Universe today. The detection and selection of these sources is the first step to studying them.

2.1. Local Infrared-Luminous Galaxies

Any discussion of the high-redshift infrared-bright galaxy population requires a brief overview of the local Luminous InfraRed Galaxy (LIRG; \( L_{IR} > 10^{11}L_\odot \)) population. The InfraRed Astronomy Satellite (IRAS; Neugebauer et al., 1984) was responsible for the discovery of these extremely bright extragalactic sources during its short lifetime in 1983. While close to 250,000 extragalactic sources were logged by IRAS over the entire sky, the subset of ‘bright galaxies’ became the most well-studied infrared sources (629 of which make up the ‘Revised Bright Galaxy Sample,’ or RBGS, Sanders et al., 2003). The majority of local IRAS-selected galaxies were infrared galaxies with infrared luminosities within \( 10^{11} < L_{IR} < 10^{12}L_\odot \), though a small subset (~12 galaxies) were ultraluminous infrared galaxies, or ULIRGs, with \( 10^{12} < L_{IR} < 10^{13}L_\odot \). Careful analysis of these galaxies, from studying their morphological structure in the optical, near-infrared, molecular gas and dust emission, indicated that the majority of systems above \( 10^{12}L_\odot \) –or above star formation rates ~50 \( M_\odot \text{yr}^{-1} \) –were major mergers of two or more equal-mass galaxies (de Jong et al., 1987; Soifer et al., 1984; Lonsdale et al., 1984; Joseph & Wright, 1985; Veilleux et al., 2002, for a review, see Sanders & Mirabel, 1996).

The observation that high infrared luminosity correlated with high star formation rates and major mergers lead to the widely accepted evolutionary picture for extreme luminosity systems first proposed by Sanders et al. (1988). A schematic diagram of this evolutionary picture is shown in Figure 2, here reproduced from Hopkins et al. (2008). This formulation places the LIRG or ULIRG phenomenon at a fixed stage in a larger evolutionary sequence whereby two gas-rich disk galaxies collide and ignite an intense phase of star formation by the rapid compression and cooling of gas. This collision and subsequent star formation triggers the prolific formation of dust molecules which, in turn, absorb rest-frame optical and ultraviolet emission from young, blue stars and re-radiates that light at infrared/submillimeter wavelengths during the (U)LIRG phase. At the moment when the two galaxy cores and supermassive black holes (SMBHs) merge during final coalescence, an active galactic nucleus (AGN) is formed and is fed by an accretion disk of material, further fueled by the infall from the outer realms of the galaxy merger. The (U)LIRG phase is proposed to be short-lived due to limited gas supply and high star formation rates, and the possible feedback winds generated from the AGN. The resulting galaxy might shine brightly after the ULIRG phase as an obscured or unobscured AGN (or quasar), but eventually, the system lacking gas to form new stars. The galaxy could then be categorized as an ‘elliptical galaxy’ as it approaches a virialized state from the merger and is characterized by an old stellar population. Significant theoretical progress toward this picture has been made by Hopkins et al. (2005a,b, 2006), Kim et al. (2009), Younger et al. (2009a), Tevesier et al. (2010) and others.

While this merger-driven picture of local infrared galaxies seems quite elegant and meaningful, particularly to the formation of the most massive elliptical galaxies in the Universe, local infrared galaxies are very rare relative to ‘normal’ Milky Way type galaxies and are not thought to contribute substantially to the \( z = 0 \) cosmic star formation rate density. If high-\( z \) (U)LIRGs are more common than local (U)LIRGs, does this imply that major mergers dominate cosmic star formation at early times? Or could they be dominated by a different physical evolutionary sequence not yet known? As the wealth of information on high-\( z \) infrared galaxies mounts, we are inching closer to answers, but it is critical to recognize that our current high-\( z \) studies would be lost without the large body of fundamental work done on local (U)LIRG samples in the decades leading up to the submillimeter galaxy (SMG) era.

2.2. The negative K-correction

Before the advent of the Submillimeter Common User Bolometric Array (SCUBA) in 1997, the first of several high-sensitivity submillimeter arrays, the number of distant \( z \gtrsim 0.3 \) infrared-luminous galaxies known were only a handful. This included the spectacularly luminous IRAS F10214+4724 with \( L_{IR} = 3 \times 10^{14}L_\odot \) at \( z = 2.3 \) (Rowan-Robinson et al., 1991) and APM 08279+5255 with \( L_{IR} = 5 \times 10^{15}L_\odot \) at \( z = 3.9 \) (Irwin et al., 1998), both gravitationally
Figure 2: A schematic diagram of the evolution of a galaxy undergoing a major merger of gas-rich disks during its lifetime. This figure is reproduced from Hopkins et al. (2008) with permission. Image credits: (a) NOAO/AURA/NSF; (b) REU program/NOAO/AURA/NSF; (c) NASA/STScI/ACS Science Team; (d) Optical (left): NASA/STScI/R. van der Marel & J. Gerssen; X-ray (right): NASA/CXC/MPE/S. Komossa et al.; (e) Left: J. Bahcall/M. Disney/NASA; Right: Gemini Observatory/NSF/University of Hawaii Institute for Astronomy; (f) J. Bahcall/M. Disney/NASA; (g) F. Schweizer (CIW/DTM); (h) NOAO/AURA/NSF.
Figure 3: The observed flux densities for a typical $10^{12.5}L_\odot$ infrared-luminous galaxy as a function of redshift. This illustrates the nearly-unchanged flux densities which DSFGs have in the $\sim 1$ mm bands across a wide range of epochs $1 \leq z \leq 10$. The Pope et al. (2008b) composite SMG SED is used to generate the flux evolution, or K-correction, at wavelengths 24$\mu$m–2 mm, and at 1.4 GHz. An Arp 220 SED, adjusted to have a luminosity of $10^{12.5}L_\odot$, is used to generate optical and near-IR K-corrections. The peak epoch of DSFG discovery is highlighted in solid gray, from 0.5 $< z <$ 3.5, where redshift follow-up and characterization has been efficient, particularly for 850$\mu$m-selected SMGs. The shaded areas, at $0 < z < 0.5$ and 3.5 $< z <$ 6.4 highlight redshift space where log($L_{IR}$)$\approx$ 12.5 galaxies are perceived to be rare. At $0 < z < 0.5$ this is because they have a very low volume density, attributable to cosmic downsizing (Cowie et al., 1996), whereas at high-redshift ($3.5 < z < 6.4$) it is unknown whether or not the volume density of DSFGs is much lower since galaxies are much more difficult to spectroscopically confirm. At present, no purely star-forming DSFG at redshifts above $z \approx 6.4$ has been discovered.
diminishes as the luminosity distance increases $\propto (1+z)^4$ (since $S_\nu = L_\nu/4\pi D_L^2$); the SED also shifts towards shorter rest-frame wavelengths. The difference between the intrinsic and observed flux densities is called the K-correction. The K-correction is typically called ‘positive’ if the flux density decreases with increasing redshift and ‘negative’ if it increases with redshift. In the Rayleigh-Jeans regime, the flux density will behave like $S_\nu(z) \propto \nu^{2+\beta}/4\pi D_L^2 \propto \nu_{\text{rest}}^{2+\beta}(1+z)^{2+\beta}/(1+z)^4 \propto (1+z)^{\beta-2}$. Later we will verify that $\beta = 1.5 - 2.0$ is a reasonable assumption for dusty galaxies, which then leads us to $S_\nu(z)$ is roughly constant. In other words, across the wide range of redshifts for which the Rayleigh-Jeans approximation is applicable ($z \approx 1 - 8$ for 850$\mu$m observations), the observed flux density is roughly constant or might even increase slightly. This is what makes the K-correction in the submillimeter ‘negative.’ This is illustrated in Figure 3 for a template infrared-luminous galaxy SED (Pope et al., 2008b) of fixed luminosity.

Figure 3 makes it clear that the submillimeter regime is unique in making the high-redshift Universe readily accessible. This figure highlights the expected change in observed flux density with redshift across many observed-frame wavelengths, from the optical ($i$-band, 0.8$\mu$m) through the near-IR, mid-IR, far-IR, millimeter, and the radio (1.4 GHz). While galaxies selected shortward of $\sim$250$\mu$m suffer from a positive K-correction, selection in the submillimeter and millimeter is less dependent on redshift. The K-correction at 250 $< \lambda < 500\mu$m is still positive, though it is far less dramatic than the drop at optical/near-infrared or radio wavelengths. Promisingly, the negative K-correction at 850$\mu$m–2 mm implies that higher redshift galaxies will actually be easier to detect than their low-redshift counterparts, making the motivation for the original 850$\mu$m SCUBA surveys quite clear.

2.3. Dusty Galaxy Selection from $\sim$8–2000$\mu$m

Infrared galaxy selection has largely been limited by the opacity of the Earth’s atmosphere or, alternatively, the limited instrumentation which we are able to send to space. Beyond the local samples discovered by IRAS, high-redshift far infrared galaxy searches have primarily focused on the 345 GHz and 230 GHz transmission ‘windows’ with recent expansions to other wavelengths due to instrumental improvements. The atmosphere’s transmission at different infrared-to-radio wavelengths is shown in Figure 4 under two different water column densities, illustrating all of the naturally occurring submm and mm atmospheric windows.

Understanding the atmospheric windows and the initial limitations of infrared bolometer array technology is critical to understanding the selection of the first high-$z$ dusty starbursts. Below, in § 2.3.1 we describe the facilities used to discover distant infrared galaxy populations; the order is roughly chronological, as the populations were first observed and described. Table 1 lists some basic properties of the facilities in the same chronological order.

While reviewing the facilities by which high-$z$ DSFGs were discovered, the reader should keep in mind the underlying shape of a dusty starburst’s spectral energy distribution (SED) and how that behaves with redshift and wave-
Figure 5: A schematic spectral energy distribution for a dusty star forming galaxy at $z = 2$. A representative SED for a $\sim 500 M_{\odot} \text{yr}^{-1}$ SMG (black; Pope et al. 2008b) is overplotted on a gray band representing the plausible range of SED types for a galaxy of fixed infrared luminosity $10^{12.5} L_{\odot}$ with peak SED wavelengths ranging from 70–130$\mu$m (corresponding to temperatures $\sim 30–58$K). Model SEDs for local galaxies Arp 220 and Mrk 231 are also overplotted in red dot-dashed and dotted lines. Vertical shaded bands represent the sensitivities of different far-infrared observatories; the minimum flux density value of each colored band represents the 3$\sigma$ detection limit for the given instrument. From short wavelengths to long, we include WISE at 22$\mu$m, MIPS at 24$\mu$m, 70$\mu$m, and 160$\mu$m, AKARI at 65$\mu$m, 90$\mu$m, and 140$\mu$m, PACS at 70$\mu$m, 100$\mu$m, and 160$\mu$m, SPIRE at 250$\mu$m, 350$\mu$m, 500$\mu$m, SCUBA-2 at 450$\mu$m and 850$\mu$m, SCUBA at 850$\mu$m and LABOCA at 870$\mu$m, AzTEC at 1.1mm, MAMBO at 1.2mm, the ALMA Deep Field pointing at 1.3mm, the South Pole Telescope at 1.4mm, and GISMO at 2.0mm. References given in the text and Table 1.
length, as shown in Figure 3. Figure 5 illustrates a characteristic SED of a $z = 2$ LIR = $3 \times 10^{12} \, L_\odot$ galaxy (Pope et al., 2008) in relation to some well-known local ULIRGs (Arp 220, Mrk 231, templates provided by Polletta et al., 2007). Overplotted on this SED are characteristic detection limits for the deepest mid-IR, submillimeter and millimeter facilities available. When reviewing the respective facilities, it is important to keep in mind the impact of the selection wavelength on the various DSFG populations.

2.3.1. Facilities and Instruments Discovering DSFGs


SCUBA was commissioned on the James Clerk Maxwell Telescope (JCMT) atop Mauna Kea in Hawai‘i in 1997 and operated simultaneously at 450µm and 850µm (in the 670 GHz and 345 GHz atmospheric windows). Although SCUBA was not the first bolometer-array in use, it had unrivaled sensitivity at the time with a fairly substantial field of view (~5 arcmin$^2$). While the 450µm sensitivity was significantly worse than the 850µm sensitivity ($\sigma_{450} \approx 30 \times \sigma_{850}$), so not as constraining, the 850µm arrays could reach $\sim 2 \, mJy$ sensitivity with 6 hours of integration, easily detecting $10^{12.5} \, L_\odot$ galaxies out to $z \approx 8$. The first few submillimeter deep-field maps which were published (e.g. Smail et al., 1997, Barger et al., 1998, Hughes et al., 1998) detected several galaxies at 850µm within several square arcminutes. Assuming these galaxies sit predominantly at high-$z$ (due to the anticipated benefit of the negative $K$-correction), the detection of these galaxies was enough to confirm that there had to be strong evolution in the cosmic star formation rate density, or infrared luminosity density, out to high-$z$. Put another way, if the density of (U)LIRGs at $z \sim 1-2$ mirrored the local density, then the limited volumes probed by the original SCUBA surveys would not have been large enough to detect a single source. SCUBA was decommissioned in 2005.

While the detection of SCUBA galaxies provided an exciting confirmation of an evolving Universe, follow-up on individual galaxies was arduous given the large 15$''$ beamsize. At first, attempts to use deep optical data provided lengthy lists of multiple candidate counterparts for every submillimeter source (Smail et al., 1997). Although efforts to follow-up these galaxies with spectroscopy were able to obtain redshifts (Barger et al., 1999), it remained uncertain whether or not these redshifts corresponded directly to the source of submillimeter emission. Later, the realization that these submillimeter sources should also be faint $\mu Jy$ radio galaxies by virtue of the FIR/radio correlation seen in local starburst galaxies (see § 5.12), lead to a breakthrough in SMG counterpart identification. Deep $\mu Jy$ radio data were obtained with the Very Large Array (VLA) at 1.4 GHz (e.g. Ivison et al., 2002) at substantially higher resolution (~1$''$) than the submillimeter maps. Since radio sources are far more rare on the sky than optical sources, and there would typically only be one radio galaxy within the searchable beamsize of SCUBA, the precise positions of single $\mu Jy$ radio sources provided the missing link necessary to characterize SMGs. The process of SMGs’ redshift follow-up and characterization is discussed again in more detail in § 4.

The results of the redshift follow-up effort on 850µm SMGs revealed a population that, indeed, sat at high redshifts. The median radio-identified SMG had a redshift of $z \approx 2.2$ (Chapman et al., 2004a, 2005) with far-infrared luminosities $>10^{12.5} \, L_\odot$ and star formation rates $>500 \, M_\odot \, yr^{-1}$. By 2006, about 75 SMGs had confirmed spectroscopic redshifts (Swinbank et al., 2004, Chapman et al., 2005) and many were being followed up at other wavelengths to understand their comprehensive energy budget and evolutionary mechanisms. We describe the follow-up physical characterization of SCUBA-selected SMGs more in § 5. We highly recommend the Blain et al., (2002) review for a thorough summary of SMG science in the earlier days of SCUBA.

**MAX-planck Millimeter Bolometer [MAMBO]**, (2002–2011)

MAMBO represents a family of bolometer arrays designed and built at the Max-Planck-Institut für Radioastronomie and installed on the Institut de Radioastronomie Millimétrique (IRAM) 30 m Telescope at Pico Veleta in southern Spain (Kreysa et al., 1999). After a few prototypes, the first generation of MAMBO (known as “MAMBO-1”) was a 37 channel array used from 1998–2002 until the development of a second generation 117 channel array (“MAMBO-2”) installed on the 30 m in early 2002. The latter was far more sensitive and enabled the deep mapping of blank fields over ~4 arcmin$^2$ similar to SCUBA.

Some of the deeper MAMBO blank-field pointings cover ~150 arcmin$^2$ both in the Elais-N2 and Lockman Hole North fields to 0.8 mJy RMS (Greve et al., 2004), 400 arcmin$^2$ to 1 mJy RMS in COSMOS (Bertoldi et al., 2007), and 287 arcmin$^2$ to 0.7 mJy in the GOODS-N field (Greve et al., 2008). An updated an expanded version of the Lockman Hole North map has a 0.75 mJy RMS over 566 arcmin$^2$ (Lindner et al., 2011).
Table 1: Single-Dish Facilities used for DSFG discovery

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Telescope</th>
<th>Years Active</th>
<th>Beam- size</th>
<th>Wavebands</th>
<th>Deepest Sensitivity</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRAS</td>
<td>IRAS</td>
<td>1983</td>
<td>0.5′†</td>
<td>12μm</td>
<td>0.4 Jy</td>
<td>Neugebauer et al. (1984)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5′†</td>
<td>25μm</td>
<td>0.5 Jy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.0′†</td>
<td>60μm</td>
<td>0.6 Jy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.0′†</td>
<td>100μm</td>
<td>1.0 Jy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11″</td>
<td>25μm</td>
<td>90 mJy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>44″</td>
<td>100μm</td>
<td>250 mJy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>79″</td>
<td>180μm</td>
<td>800 mJy</td>
<td></td>
</tr>
<tr>
<td>SCUBA</td>
<td>JCMT</td>
<td>1997–2005</td>
<td>15″</td>
<td>850μm</td>
<td>1 mJy</td>
<td>Holland et al. (1999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7″</td>
<td>450μm</td>
<td>30 mJy</td>
<td></td>
</tr>
<tr>
<td>MAMBO-1</td>
<td>IRAM 30 m</td>
<td>1998–2002</td>
<td>11″</td>
<td>4.2 mm</td>
<td>0.8 mJy</td>
<td>Kreysa et al. (1999)</td>
</tr>
<tr>
<td>MAMBO-2</td>
<td>IRAM 30 m</td>
<td>2002–2011</td>
<td>11″</td>
<td>1.2 mm</td>
<td>0.8 mJy</td>
<td></td>
</tr>
<tr>
<td>BOLOCAM</td>
<td>CSO</td>
<td>2002–2013</td>
<td>30″</td>
<td>1.1 mm</td>
<td>1.9 mJy</td>
<td>(Aguirre, private comm.)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>17″</td>
<td>70μm</td>
<td>0.8 mJy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>38″</td>
<td>160μm</td>
<td>9.4 mJy</td>
<td></td>
</tr>
<tr>
<td>FIS</td>
<td>AKARI</td>
<td>2006–2011</td>
<td>26″</td>
<td>65μm</td>
<td>9.2 mJy</td>
<td>Murakami et al. (2007)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>36″</td>
<td>90μm</td>
<td>3 mJy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>56″</td>
<td>140μm</td>
<td>36 mJy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>64″</td>
<td>160μm</td>
<td>120 mJy</td>
<td></td>
</tr>
<tr>
<td>BLAST</td>
<td>BLAST</td>
<td>2008</td>
<td>33″</td>
<td>250μm</td>
<td>18 mJy</td>
<td>Devlin et al. (2009)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>46″</td>
<td>350μm</td>
<td>13 mJy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>66″</td>
<td>500μm</td>
<td>12 mJy</td>
<td></td>
</tr>
<tr>
<td>SPIRE</td>
<td>Herschel</td>
<td>2009–2013</td>
<td>18″</td>
<td>250μm</td>
<td>5.8 mJy</td>
<td>Griffin et al. (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>26″</td>
<td>350μm</td>
<td>6.3 mJy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>36″</td>
<td>500μm</td>
<td>6.8 mJy</td>
<td></td>
</tr>
<tr>
<td>PACS</td>
<td>Herschel</td>
<td>2009–2013</td>
<td>12″</td>
<td>160μm</td>
<td>0.9 mJy</td>
<td>Poglitsch et al. (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7″</td>
<td>100μm</td>
<td>0.4 mJy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5″</td>
<td>70μm</td>
<td>0.4 mJy</td>
<td></td>
</tr>
<tr>
<td>WISE</td>
<td>WISE</td>
<td>2009–2011</td>
<td>7″</td>
<td>12μm</td>
<td>0.2 mJy</td>
<td>Wright et al. (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12″</td>
<td>22μm</td>
<td>1.2 mJy</td>
<td></td>
</tr>
<tr>
<td>AZTEC</td>
<td>JCMT</td>
<td>2005–2006</td>
<td>19″</td>
<td>1.1 mm</td>
<td>1.5 mJy</td>
<td>Wilson et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>ATSE</td>
<td>2007–2008</td>
<td>29″</td>
<td>1.1 mm</td>
<td>1.2 mJy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LMT (32m)</td>
<td>2011–2015</td>
<td>9″</td>
<td>1.1 mm</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LMT (50m)</td>
<td></td>
<td>6″</td>
<td>1.1 mm</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>LABOCA</td>
<td>APEX</td>
<td>2006–2008</td>
<td>19″</td>
<td>870μm</td>
<td>1.2 mJy</td>
<td>Siringo et al. (2009)</td>
</tr>
<tr>
<td>SABOCA</td>
<td>APEX</td>
<td>2009–2010</td>
<td>8″</td>
<td>350μm</td>
<td>30 mJy</td>
<td>Siringo et al. (2010)</td>
</tr>
<tr>
<td>SPT</td>
<td>SPT</td>
<td>2009–2010</td>
<td>60″</td>
<td>2.0 mm</td>
<td>5 mJy</td>
<td>Mocanu et al. (2013)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>41″</td>
<td>1.4 mm</td>
<td>11 mJy</td>
<td></td>
</tr>
<tr>
<td>GISMO</td>
<td>IRAM 30 m</td>
<td>2011–2015</td>
<td>24″</td>
<td>2.0 mm</td>
<td>0.1 mJy</td>
<td>Staguhn et al. (2012)</td>
</tr>
<tr>
<td>SCUBA-2</td>
<td>JCMT</td>
<td>2011–2015</td>
<td>15″</td>
<td>850μm</td>
<td>0.7 mJy</td>
<td>Holland et al. (2013)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7″</td>
<td>450μm</td>
<td>1.7 mJy</td>
<td></td>
</tr>
</tbody>
</table>

†The IRAS detector’s pixels were much larger than the beamsize.
Submillimeter High Angular Resolution Camera-II [SHARC-II], 2002–2013

The SHARC-II camera operated at 350µm at 450µm at the Caltech Submillimeter Observatory (Dowell et al., 2003) on Mauna Kea was used extensively for far-infrared follow-up of SCUBA submillimeter-selected galaxies at 350µm with a 2.3 arcmin² field of view and 9″ beamsize. Since the atmospheric opacity is quite high at 350µm making observations only accessible in the driest weather conditions, SHARC-II was not used readily for blank-field mapping. Kovács et al. [2006] used SHARC-II to follow-up 850µm-detected SMGs to further constrain their SEDs near the peak of their greybody emission.

BOLometer CAMera [BOLOCAM], 2002–2013

The BOLOCAM instrument is designed for observations at 1.1 mm and 2.1 mm at the Caltech Submillimeter Observatory. Observations were not done simultaneously at either wavelength, and the only deep field survey work done with BOLOCAM was done at 1.1 mm with a 30″ FWHM beam (Aguirre, private communication). Observations at 2.1 mm were motivated by searches for clusters via the Sunyaev-Zeldovich effect. A deep 1.1 mm BOLOCAM map of the COSMOS field exists and overlaps significantly with the AzTEC 1.1 mm COSMOS pointings.

Multiband Imaging Photometer for Spitzer [MIPS], 2003–2009

MIPS aboard the Spitzer Space Telescope (formerly known as the Space Infrared Telescope Facility, SIRTF) has been fundamental in the detection of distant galaxies at mid-infrared wavelengths (Rieke et al., 2004). MIPS had detector arrays operating at 24µm, 70µm, and 160µm with beamsizes 6″, 18″ and 41″, respectively. The 24µm channel was the most sensitive and widely used; 70µm was also used for some deep field pointings, while the 160µm channel was the least sensitive. MIPS completed a series of large legacy mapping programs over several square degrees at 24µm in deep extragalactic fields (Dickinson et al., 2003) [Lonsdale et al., 2003] [Egami et al., 2004] [Le Floc’h et al., 2004] [Dunlop et al., 2007] [Sanders et al., 2007] [Dickinson et al., in preparation, Chary et al., in preparation).

MIPS provided the first look at the population of mid-infrared (~20–70µm) luminous galaxies in the distant Universe; the work both complemented and surpassed the submillimeter mapping work done at ~850µm. Not only was the MIPS 24µm beamsize significantly smaller than the bolometer arrays’ beamsize, but the MIPS maps covered much larger areas on the sky, providing statistically significant populations of dusty galaxies.

Selection of galaxies at 24µm is a bit more complex than selection in the submillimeter on the Rayleigh-Jeans portion of the dusty greybody. The rest-frame 24µm emission of a dusty starburst is dominated by hot dust emission (~100–200 K) and not the canonical cold (~30–50 K), diffuse dust dominating the bulk of infrared emission at longer wavelengths. This hot dust could emanate from more compact star forming regions, or ‘clumps’ within galaxies or it could emanate from hot, dusty tori surrounding black hole accretion disks at the galaxies’ center. At redshifts z ~ 1 – 2, the observed 24µm band could be dominated by emission features generated by heavier dust grains, in particular Polycyclic Aromatic Hydrocarbons (PAHs; Lagache et al., 2004) which are associated with star forming regions (see more in § 5.7). Although the physical mechanisms driving observed 24µm emission are varied and complex, there is no doubt that the emission is dust-generated.

A key population identified with Spitzer MIPS are 24 µm sources (Yan et al., 2004a,b) [Sajina et al., 2008] [Donley et al., 2010] [Zamojski et al., 2011] [Sajina et al., 2012], and the subset of this population, Dust Obscured Galaxies (DOGs; Dey et al., 2008). DOG selection requires 24µm emission and a very red color between optical R-band and 24µm. The DOG population (defined formally in the glossary, § 12), is representative of the family of mid-infrared bright dusty galaxies, ranging from pure starbursts, to obscured AGN-dominated sources, to very luminous PAH emitters.

Far-Infrared Surveyor [FIS], 2006–2011

The Far-Infrared Surveyor on board the 68.5 cm AKARI telescope (formerly known as the ASTRO-F satellite; Murakami et al., 2007) [Kawada et al., 2007] imaged the sky at 65µm, 90µm, 140µm, and 160µm. Similar to the original IRAS survey, FIS conducted an all-sky far-infrared survey (Yamamura et al., 2010) at relatively shallow depths (i.e. insufficient to detect high-z unlensed galaxies) but conducted a few deep field pointings, including the AKARI deep field South (ADF-S) covering ~12 deg² (Clements et al., 2011). The ADF-S hosts several tens of bright 90µm galaxies (the 90µm channel being the most sensitive) yet to be characterized in detail: a number of spectroscopic redshifts for the galaxies have been compiled in Sedgwick et al. (2011). The AKARI observatory also hosted the InfraRed Camera (IRC; Onaka et al., 2007) operated at shorter wavelengths, from 2.4–24µm, yet was not focused on deep-field extragalactic work as Spitzer IRAC and MIPS fulfilled that role.
Balloon-borne Large Aperture Submillimeter Telescope [BLAST], 2006–2007

BLAST provided a unique look into the 250–500µm sky (Devlin et al., 2009) in advance of Spire on the Herschel Space Observatory. Since the sky is virtually optically opaque at these wavelengths, the BLAST detector was launched on a balloon to rise above the Earth’s atmosphere on a number of scheduled flights in the Arctic and Antarctic circles. BLAST’s scientific flights took place in 2005 (launched from Espace, Sweden) and 2006–2007 (launched from McMurdo, Antarctica). The latter flight resulted in near-destruction of the telescope but total recovery of the data. In that flight, BLAST conducted the first deep extragalactic surveys at 250–500µm, one covering 9 deg² encompassing the Extended Chandra Deep Field South (ECDF-S [Devlin et al., 2009] and another 8 deg² near the south ecliptic pole. While BLAST resolved many individual FIR-luminous galaxies not yet previously discovered (Dunlop et al., 2010) [Chapin et al., 2010], its large beamsize and large area coverage were best suited for measurements of the CIB. More details on BLAST’s CIB results and clustering measurements are given in §7. A documentary film entitled BLAST! recounts the drama of the BLAST launches.

Spectral and Photometric Imaging Receiver [Spire], 2009–2013

The Spire instrument was launched aboard the Herschel Space Observatory in May of 2009 and operated until April 2013. Spire consisted of both a spectrometer and an imaging photometer operating in three wavebands simultaneously at 250µm, 350µm, and 500µm. The photometer was used primarily for mapping large areas of sky under the Herschel Multitiered Extragalactic Survey (HerMES; Oliver et al., 2012) and the Herschel-ATLAS Survey (Eales et al., 2010) to varying depths. The beamsize of 250µm, 350µm, and 500µm observations was 18′′, 26′′ and 36′′, respectively, with a confusion limit of 5.8 mJy, 6.3 mJy and 6.8 mJy, respectively. Spire has been very useful for constraining measurements of the CIB and discovering rare, isolated bright far-IR sources which have sometimes been found to be very distant lensed submillimeter galaxies, many of which are described throughout this review.

Photodetector Array Camera & Spectrometer [Pacs], 2009–2013

The Pacs instrument, launched aboard the Herschel Space Observatory along with Spire, consisted of both an integral field spectrometer and imaging photometer. Although less commonly used for high-z submillimeter sources, the spectrometer provided spectral coverage from 57–210µm and was very valuable for identifying rarer species of gas emission in nearby ULIRGs (e.g., van der Werf et al., 2010). The imaging photometer provided simultaneous two-band imaging at 70µm, 100µm, and 160µm and was used primarily by the Pacs Evolutionary Probe team (PEP; Lutz et al., 2011), and the GOODS-Herschel team (Elbaz et al., 2011). Although Pacs had a much smaller beamsize than Spire due to the lower wavelengths probed (5′′, 7′′ and 12′′ at 70, 100, and 160µm, respectively) and the confusion limit was much lower at these wavelengths, Pacs mapping was not as efficient as Spire mapping, making it more difficult to cover large areas of sky. Between the two major extragalactic deep field surveys PEP and GOODS-Herschel, about 3 deg² were imaged at 100µm and 160µm, with <1deg² at 70µm.

Wide-field Infrared Survey Explorer [WISE], 2009–2011

The WISE satellite conducted an all-sky survey at 3.4, 4.6, 12 and 22µm with a 40 cm diameter telescope and led to important discoveries of near earth objects and Y-dwarf stars; most relevant to the detection of DSFGs is the all-sky 22µm coverage (Wright et al., 2010). Although the detection limit at 22µm was quite shallow compared to, e.g., Spitzer MIPS at 24µm (see Figure 5), the huge increase in sky area meant that WISE detected many ultraluminous and hyper-luminous infrared galaxies, many at high-z. The DSFGs detected by WISE are notably warm, since they were selected at much shorter wavelengths than traditional SMGs or even local IRAS galaxies (Bridge et al., 2013; Blain et al., 2013; Tsai et al., 2013).

AzTEC, 2005–present

AzTEC, which is not an acronym, is a 144 element bolometer array camera operating at 1.1 mm currently mounted on the Large Millimeter Telescope (LMT) on the Sierra Negras outside of Puebla, Mexico (Wilson et al., 2008). AzTEC was commissioned in 2005 first on the JCMT after SCUBA was taken down, and over a short two month period, AzTEC surveyed ~1 deg² to 1 mJy RMS, roughly the same sky area covered by the many previous surveys of SCUBA. While on the JCMT, AzTEC’s imaging beamsize was 19′′. AzTEC was later taken to the 10 m Atacama Submillimeter Telescope Experiment (ASTE) in Chile where it mapped sky to similar depths over large areas, but with a 29′′ beamsize, until 2008. AzTEC was transported to the LMT in 2009 and has since been undergoing tests and commissioning, awaiting the completion of the 50 m telescope (which currently is only complete out to a 32 m diameter). The beamsize at the LMT is significantly improved over the large beamizes at JCMT and ATSE, currently
9’’ with a 32 m dish which will improve to 6’’ with a 50 m dish.

AzTEC has performed some of the deepest and widest ground-based extragalactic field pointings, including several pointings in the COSMOS field (e.g. Scott et al., 2008; Aretxaga et al., 2011) and has been responsible for the discovery of some of the highest redshift SMGs known around $z \approx 5$ (e.g. Capak et al., 2011).

**Large Apex BOlometer Camera (LABOCA), 2006–present**

LABOCA was developed by the bolometer development group at the Max-Planck-Institute für Radioastronomie as a multi-channel bolometer array for 870$\mu$m continuum mapping installed at the Atacama Pathfinder EXperiment (APEX) telescope in Chile (Siringo et al., 2009). It was first brought to APEX for science observations in 2006/2007 and started full science operations in 2008. The LABOCA beamsize is 19’’, similar to that of SCUBA and AzTEC on the JCMT, although LABOCA’s field of view is 11.4 arcmin$^2$. The first deep extragalactic pointing carried out with LABOCA, and still the most uniform large coverage area from the instrument, is in the Chandra Deep Field South (Weiß et al., 2009a). The DSFGs discovered by LABOCA in this survey were some of the first to be followed up with continuum observations at the Atacama Large Millimeter Array (ALMA) interferometrically (Karim et al., 2013; Hodge et al., 2013b).

**Submillimetre Apex BOlometer Camera (SABOCA), 2009–present**

The SABOCA instrument is a 39 channel bolometer array operating at 350$\mu$m at APEX on Cerro Chajnantor in Chile. Although SABOCA has a relatively small beamsize for submillimeter bolometer observations, it is not sufficiently sensitive to detect unlensed DSFGs at high-$z$. In the best weather conditions (PWV=0.2mm) the RMS at 350$\mu$m would reach 10.3 mJy/beam after 13 hours, or 17.5 mJy/beam in average weather conditions. With large overheads, SABOCA has not been as widely used for submm mapping as other submillimeter bolometers, nor has it been used extensively for dedicated source follow-up at 350$\mu$m as SABOCA-II.

**South Pole Telescope (SPT), 2009–present**

The South Pole Telescope is a 10 m millimeter wave telescope located at the geographic south pole in Antarctica designed to detect low-contrast signals like anisotropies in the cosmic microwave background (Carlstrom et al., 2011). The bolometer array on the SPT completed a 87 deg$^2$ survey of the sky looking for the detection of galaxy clusters via the Sunyaev-Zel’dovich effect (Staniszewski et al., 2009). While its purpose was to detect galaxy clusters, the SPT instrument was also ideal for detecting some of the brightest galaxies emitting at long wavelengths (Vieira et al., 2010). Due to their extreme perceived luminosities, galaxies detected by SPT have been shown to be gravitationally lensed (e.g. Vieira et al., 2013; Bothwell et al., 2013b). We describe the follow-up of some of the more interesting SPT discoveries in §6.

**Goddard-Iram Superconducting 2-Millimeter Observer (GISMO), 2011–present**

GISMO is a 8×16 pixel bolometer camera operating at 2 mm built at the Goddard Space Flight Center and is installed on the IRAM 30 m telescope at Pico Veleta in Spain (Staguhn et al., 2012). GISMO (actually named GISMO-2 after the earlier prototype, GISMO; Staguhn et al., 2006) is designed to detect the highest-redshift DSFGs by taking advantage of the dramatic $K$-correction at 2 mm (see Figure 5). The field of view is 1.8×3.7 arcmin and the beamsize 16.7’’. Some small deep fields have already been obtained, particularly in a 5×5 arcmin portion of GOODS-N to 120$mJy/beam RMS (Staguhn et al., 2013) with more, wider-field pointings being planned in fields like COSMOS.

**Submillimeter Common User Bolometer Array-2 (SCUBA-2), 2011–present**

SCUBA-2 (Holland et al., 2013) is the second generation bolometer array for the James Clerk Maxwell Telescope and finished commissioning in 2011. SCUBA-2, a 10000 pixel camera with 100–150 times the mapping speed of SCUBA, operates simultaneously at 450$\mu$m and 850$\mu$m. SCUBA-2 is the first ground-based instrument to map blank field sky efficiently in the 450$\mu$m window. Since the wavelength is half that of 850$\mu$m mapping, the resolution is also improved by a factor of 2, with a 7’’ beamsize.

At 850$\mu$m, SCUBA-2 produces very similar science results to the previous SCUBA instrument, although it is a much more efficient mapper, by a factor of 5–10. At 450$\mu$m, SCUBA-2 is much more efficient than SCUBA. The SCUBA-2 Cosmology Legacy Survey (S2CLS) is the Guaranteed Time project on SCUBA-2 which is dedicating the most observing time to blank-field extragalactic mapping at both 450$\mu$m and 850$\mu$m. Several initial works (Chen et al., 2013a; Geach et al., 2013; Casey et al., 2013; Chen et al., 2013b; Roseboom et al., 2013) describe galaxies selected at 450$\mu$m and compare and contrast them to galaxies selected at longer wavelengths.
2.3.2. Notable surveys focused on DSFG Discovery

While the instruments above have contributed a great deal to the collective knowledge and census of DSFG activity in the high-redshift Universe, their contributions have been radically varied in scope and limitations. Figure 6 illustrates some of the more prominent ‘legacy’ surveys conducted in the submillimeter to date by survey area and depth, given here in units of solar luminosities. Luminosity is used as the method of quoting survey depth so that different surveys conducted at different wavelengths can be compared. Unfortunately, the conversion from a flux density limit to a luminosity limit is intrinsically uncertain and dependent on the SED shape of any given galaxy (which is impacted mostly by its characteristic dust temperature). The survey depths in Figure 6 therefore have an intrinsic uncertainty which is dominated by the intrinsic variation of SED shapes, a topic which is addressed later in §2.4.1. Also critical to note is that survey depth is redshift dependent. Shorter selection wavelengths will be most sensitive to detecting low luminosity systems at low redshift, whereas long wavelengths will efficient at a range of redshifts, thanks to the varying K-correction (see Figure 3). What constitutes a deep survey at 100μm at z = 1, is not that deep at z = 2.5; Figure 6 shows various survey limits at both of these epochs.

The largest survey conducted with SCUBA was the SHADES survey (Coppin et al., 2005) covering 0.25 deg² to 2 mJy RMS, though several prior surveys at 850μm opened up the discovery space for far-infrared galaxies: the Hawai’i Hubble map (Barger et al., 1999), the 8 mJy survey (Scott et al., 2002; Fox et al., 2002), the HDF Scan map (Borys et al., 2003), the SCUBA Lens survey (Smail et al., 2002), and the SHADES survey (Coppin et al., 2005). At 850μm (also purple), we include the LESS Lsurvey (Weiß et al., 2009a). From SCUBA-2 at 850μm (dark purple) and 450μm (blue), we include recent surveys from Chen et al. (2013a) and Casey et al. (2013). We also include future survey estimates from the SCUBA-2 Cosmology Legacy Survey (Smail, private communication). At 1.1 mm and 1.2 mm (magenta) we include the MAMBO surveys of GOODS-N, Elais N2, and Lockman Hole North (Greve et al., 2004, 2008; Lindner et al., 2011) and COSMOS (Bertoldi et al., 2007) and the AzTEC surveys of COSMOS (Bertoldi et al., 2007), the 260 arcmin² (dark green), we show the BLAST ECDFS survey (Devlin et al., 2009) and Herschel-Strøk legacy programs HerMES (Oliver et al., 2013) and H-ATLAS (Eales et al., 2010). At 100μm (light green), we show the results of the Pacs PEP and GOODS-Herschel surveys (Lutz et al., 2011; Elbaz et al., 2011). The AKARI 90μm deep field (Clements et al., 2011) is also shown (gold) as are the Spitzer MIPS coverages of GOODS-N and COSMOS (Sanders et al., 2007; Dickinson et al., in prep). At 1.4 mm (red), we also include the SPT survey (Vieira et al., 2013).
soon followed with even larger sky areas at 1.1 mm with deep maps in COSMOS, to 1.3 mJy RMS over 0.15 deg\(^2\) (Greve et al., 2008), and 0.75 mJy RMS over 566 arcmin\(^2\). Some of the deepest maps were in GOODS-N (Dickinson et al., in preparation) and COSMOS (Sanders et al., 2007) with SWIRE covering larger areas 50 deg\(^2\) to shallower depths of 280 \(\mu\)Jy (Lonsdale et al., 2003). The deepest map from AKARI, the 10 deg\(^2\) AKARI deep field (Clements et al., 2011), places it in a regime where it can detect un lensed high-z DSFGs.

Immediately prior to the launch of the Herschel Space Observatory, the BLAST and SPT experiments (Carlstrom et al., 2011) conducted their work at 250–500 \(\mu\)m and 1.4–2.0 mm respectively. The former completed a 10 deg\(^2\) deep-map pointing around the ECDFS to \(-15\) mJy RMS (Devlin et al., 2009), while the latter completed a much larger and shallower 87 deg\(^2\) survey to 11 mJy RMS at 1.4 mm (Vieira et al., 2010).

By the end of the 2000’s, the Herschel Space Observatory was launched and large scale \(-100\) deg\(^2\) sensitive submillimeter surveys became reality. The legacy programs of the Spire instruments immediately set out to survey vast areas of sky at 250–500 \(\mu\)m. The H-ATLAS survey (Eales et al., 2010) covers \(-570\) deg\(^2\) to 35–45 mJy RMS while the HerMES survey (Oliver et al., 2012) covered \(-380\) deg\(^2\) in a wedding cake style; HerMES data were largely confusion limited with sensitivities \(-5-10\) mJy. By the end of Spire’s life in 2013, it had surveyed about 1300 deg\(^2\) to varying depths. Unfortunately the PACS instrument did not have the efficient mapping capabilities of SPIRE; nevertheless, the depth achieved by PACS PEP (Lutz et al., 2011) and GOODS-Herschel (Elbaz et al., 2011) legacy surveys—particularly at \(z = 1\) is unrivaled.

### 2.4. Selection biases and Sensitivity

A discussion on the DSFGs selection methods would not be complete without an analysis of their selection biases and relative sensitivities. Galaxies’ flux densities at any given wavelength depend not only on their intrinsic luminosities, but also their SED characteristics. Furthermore, the physical characteristics of DSFGs which we infer from these surveys depends on successful counterpart and redshift identification of the systems. How are our conclusions regarding DSFG evolution impacted by potential SED variation? How are they impacted by the process and success rates of individual source follow-up? What have we missed? The two subsections below address these two problems in detail. First, the impact of intrinsic variation in SED types in § 2.4.1 and second, the impact of multiwavelength counterpart matching in § 2.4.2.

#### 2.4.1. Intrinsic Variation in SEDs

The typical dust temperature inferred from DSFGs is \(~30\) K. This temperature is characteristic of dust heated by ambient star formation activity in molecular clouds scattered throughout the galaxy. The dust surrounding these star forming regions might be diffuse, thus difficult to heat substantially above \(~50\) K without a very bright nuclear source. From studies of local galaxies, particularly the Revised Bright Galaxy Sample (RBGS; Sanders & Mirabel, 1996), dust temperatures for star-formation dominated DSFGs range between 20–60 K. This dust temperature range represents the intrinsic variation of SED shapes in local ULIRGs, not the uncertainty by which the temperatures are constrained. How does intrinsic DSFG SED variation impact the detection and selection of distant dusty starbursts in the submillimeter?

Figure 7 illustrates the evolving luminosity detection limits from 0 < \(z\) < 5 at different detection wavelengths for a 30 K dust SED and a 55 K dust SED. While some limits remain stable within a factor of \(~2\) between the panels (e.g. 24\(\mu\)m, 70\(\mu\)m, 160\(\mu\)m, 250(\(\mu\)m) other luminosity thresholds change dramatically (e.g. 850\(\mu\)m, 1.1 mm, 2.0 mm) where much fainter cold-dust sources are detectable than warm-dust. This is known as the submillimeter dust-temperature selection effect (Eales et al., 2000; Blain et al., 2003). This effect implies that, luminosities being equal, even minor differences in SED shape can impact the measured flux densities at any given submillimeter flux and select against galaxies of certain SED types. At 850\(\mu\)m and \(z = 2\), a galaxy’s 850\(\mu\)m flux density goes as \(S_{850} \propto L_{IR}/T_{dust}^{3.5}\). Galaxies with warmer dust (\(~50\) K) will have dramatically lower \(S_{850}\) and a much lower likelihood of being selected as a submillimeter galaxy, even though it might have an infrared luminosity typical of other submillimeter galaxies.

The first inclination that the canonical SCUBA-selected SMG population was incomplete and biased against warm-dust SEDs (see Blain et al., 2003 for the first detailed discussion of the topic) lead to the investigation of possible
Figure 7: The luminosity limits as a function of redshift for two DSFG SEDs. On the left, we use a DSFG SED (greybody of the type given in Eq.7) which peaks in $S_\nu$ at 130 µm and can be characterized with a temperature of 30 K. On the right, we use an SED peaking at 80 µm and has a temperature of 55 K. Both SED types are within the range of typical expected ULIRG temperatures (20–60 K). This illustrates the dramatic impact that SED shape can have on the sensitivity limits of submillimeter observations at certain redshifts. The wavelengths most impacted by dust temperature are those >500 µm, while those at 70–250 µm are minimally affected (but might be affected by the presence of AGN emission, not accounted for here).

warm-dust SMG cousins. Given the procedure for identifying SMGs’ counterparts relied on identification in the radio (a topic we discuss in the next subsection), a natural place to search for warm-dust SMG cousins is the temperature-independent radio waveband. Chapman et al. (2004a) summarizes the results of the first search of the warm-dust analogue of SMGs as Optically Faint Radio Galaxies (OFRGs). OFRGs later became known as Submillimeter-Faint Radio Galaxies (SFRGs) in later work (Casey et al., 2009c,a; Magnelli et al., 2010; Casey et al., 2011b) which confirmed that they were truly warm-dust analogues of SMGs with similar physical properties.

Figure 8 illustrates the submillimeter dust-temperature selection effect another way. For a galaxy of fixed luminosity and redshift, the observed flux density in a given submillimeter band will vary with dust temperature, or SED peak wavelength. On the Rayleigh Jeans tail (at $\lambda \gtrsim 500$ µm) colder SEDs will have much higher flux densities than warmer SEDs. At $z \sim 2$, across the temperature range expected of DSFGs, the dependence of flux density on dust temperature goes as $T^{-3.5}_{\text{dust}}$. At shorter wavelengths, the temperature dependence weakens and inverts. On the Wien side of the greybody emission warmer dust SEDs will be brighter than colder dust SEDs. These flux density dependence on dust temperature is important to keep in mind when considering ‘completeness’ of populations. Particularly in the context of completing an accurate census of all infrared-luminous activity, this selection bias needs to be considered.

2.4.2. Identifying Multiwavelength Counterparts

Although long-wavelength submillimeter observations benefit substantially from the negative $K$-correction (Figure 5), enabling detection of sources out to very high-$z$, the difficulty in following up those sources and characterizing them at other wavelengths can bias the interpretation of the population. The large beamsize of single-dish submillimeter observations is the key limiting factor. Bright submillimeter sources will have positional uncertainties of order several to tens of arcseconds and the number of possible counterpart galaxies corresponding to that source is in the tens. Although direct far-infrared/submillimeter interferometric follow-up is the most certain way of narrowing down the position of the submillimeter source to $\sim 1''$, interferometric follow-up for submillimeter sources has often been observationally expensive. Thankfully, other methods must be employed to identify the multiwavelength counterpart to infrared-luminous sources.

Radio counterparts:

Traditionally, this was done by identifying counterparts at radio wavelengths. Radio interferometric observations are far easier to make than far-infrared interferometric observations due to the atmospheric transmission (see Figure 5),
Figure 8: For a galaxy of fixed redshift ($z = 2$) and luminosity ($\log(L_{\text{IR}}) = 12.5$), the relationship between SED shape or dust temperature and measured flux density at a variety of wavelengths from the mid-infrared through the millimeter. The solid gray stripe in the background represents the typical characteristic dust temperature range of local ULIRGs; the hashed region represents the dust temperature range of all local infrared-bright galaxies (i.e. from RBGS [Sanders & Mirabel, 1996]. Within the peak dust temperature range, ~32–52 K, 850µm–1.2 mm flux densities can vary up to 1 dex. Observed wavelengths that are nearer the peak in the SED show a shallower dependence on temperature.
and most of the deep extragalactic legacy fields containing submillimeter fields data already have been surveyed by radio arrays at 1.4 GHz like the Very Large Array, now known as the Jansky Very Large Array (JVLA). Searching for infrared-bright galaxies at radio wavelengths exploits the locally observed correlation between radio emission and far-infrared emission in starburst galaxies, described first in [Helou et al. (1985) and Condon (1992). Although the physics of this correlation is debated, it is clear that radio synchrotron emission off of supernova remnants trace the obscured star formation quite well, and that there seems to be little to no evolution in this relationship out to high-redshifts ([Murphy (2009) Ivison et al. (2010a,b)].

The advantage of matching submillimeter sources to radio counterparts is that radio sources are much more rare than optically-bright galaxies ([Ivison et al. (2007]). Although tens of optically-bright galaxies might be visible within one submillimeter beam, it is rare to have more than one radio-bright galaxy (here, radio-bright simply means radio-detected at $S_{\nu} \sim 50 \mu$Jy). Once a radio position is in hand, the source can quickly be identified at other wavelengths and even followed-up using traditional spectroscopic methods in the optical and near-infrared (which was done most famously by [Chapman et al. (2005]) for a set of ~75 SCUBA-selected SMGs). With accurate positions and redshifts in hand, follow-up physical characterization can be done.

Of course, the disadvantage of matching to radio counterparts is that a large fraction of submillimeter sources do not have radio counterparts; [Chapman et al. (2003b) and Barger et al. (2007)] study the $\mu$Jy radio galaxy population in detail and how they relate to the 850$\mu$m-selected SCUBA population. In one of the deepest radio continuum maps, only 66% of $S_{850} > 5$ mJy SMGs were radio detected. In slightly shallower coverage areas, the fraction is more like 40–50%. If so many submillimeter sources lack radio counterparts, how will our interpretation of the submillimeter galaxy population be impacted if we only consider those that do?

Unlike submillimeter observations, radio 1.4 GHz observations do not benefit from a negative $K$-correction at high-redshift (see Figure 3); galaxies at $z \gtrsim 3.5$ are very difficult to detect at radio wavelengths. This could imply that the submillimeter sources without radio counterparts sit at high redshifts, but that is difficult to constrain as some other factors could also lead to a radio-faint submillimeter source (like submillimeter multiplicity discussed in §2.3 or variation in the far-infrared/radio correlation discussed more in §4.5). Nevertheless, our ability to deduce intrinsic properties for the DSFG population, like the peak epoch of formation, is hampered by our inability to identify roughly half of the submillimeter population.

$24\mu m$ cross-identifications:

Recognizing the low fraction of submillimeter sources identified at radio wavelengths, work has been done to match submillimeter emission to detection in other bands. This has primarily been done with Spitzer MIPS 24$\mu$m maps, as they cover large areas of sky to sufficient depths (e.g. [Dye et al. (2008)). While mid-infrared emission does roughly correlate with far-infrared emission, a few aspects of mid-infrared emission complicate the relation. From $z = 0$ to $z = 4$, emission and absorption features from Polycyclic Aromatic Hydrocarbons (PAHs; discussed further in §5.2) and Silicates alter the underlying warm-dust continuum. This manifests in an irregular detection boundary with redshift: as seen in Figure 7, a $10^{10} L_\odot$ galaxy is detectable at 24$\mu$m at $z < 1$ and in the narrow range 2 < $z$ < 2.2. Furthermore, as we will see later, the variety of mid-infrared spectral types in DSFGs is large and does not always map directly to the integrated far-infrared luminosity. One further disadvantage of matching far-infrared emission to 24$\mu$m is that the sky density of 24$\mu$m sources is significantly higher than those in the radio, although still much lower than in the optical. Despite these drawbacks, deep 24$\mu$m imaging from Spitzer is far more abundant in extragalactic legacy fields than sufficiently deep radio maps, making it a natural second choice for counterpart matching.

More recent data from Herschel have made use of the multiwavelength counterpart technique to constrain the positions of infrared-luminous sources. [Roseboom et al. (2010)] introduced a cross-matching technique, dubbed ‘XID,’ which uses 24$\mu$m and radio positional priors to determine both accurate positions as well as deboosted flux densities for Herschel-selected galaxies (HSGs). The technique (updated in [Roseboom et al. (2012)]) identifies significant Herschel detections and investigates nearby 24$\mu$m or radio sources as possible counterparts using a likelihood estimator. Since Herschel maps are confusion limited, this multiwavelength counterpart matching must be done iteratively across the entire map, and not individually source by source. While the disadvantages of the XID method are the same as prior attempts as using radio or 24$\mu$m counterparts (a potentially high fraction of high-$z$ galaxies will be missing at 24$\mu$m or 1.4 GHz), this technique can be used to assess statistically large populations of $z \lesssim 2$ far-infrared selected galaxies.

**Optical and near-IR counterparts using likelihood ratio:**

Although matching a large-beamsize submillimeter position directly to an optical/near-infrared source can have
Figure 9: An example of a Herschel source that was identified using the likelihood ratio (LR) method with SDSS and IRAC. From left-to-right we show a three-color SDSS image (g, r, and i bands), the 3.6 µm, and the 4.5 µm data. The galaxies identified as the SDSS and IRAC counterparts to the SPIRE source are marked with an 'X' and a small circle, respectively. The LR method prefers the IRAC identification marked with a circle over the SDSS-based identification as the counterpart to the SPIRE source. The large circle has a 7.2′′ radius and encompasses the SPIRE 3σ pos area in which counterparts are identified. Contours show the SPIRE 250 µm emission at 5, 7, 9, 11σ levels. In the absence of high-resolution sub-mm imaging we cannot determine whether this SPIRE source is the results of blended emission from the two identified galaxies, or whether one of those counterparts is a chance association. The figure is reproduced from Kim et al. (2012).

High failure rates, there is a technique which assesses the quality of such a match. Performing a likelihood analysis that accounts for both the relative positions and other observable properties of optical sources within a beamsizes gives somewhat reliable estimate as to cross-identification purity. The likelihood ratio can be written as the probability that an optical or near-IR source is the correct counterpart to the longer wavelength submm galaxy with an equivalent probability for an unassociated background source, written as

\[ L = \frac{q(m)f(r)}{n(m)} \]

where \( q(m) \) and \( n(m) \) are the normalized magnitude distributions of counterparts and background sources, respectively. The radial probability distribution of the separation between submm source and the shorter wavelength galaxies is denoted by \( f(r) \). This likelihood ratio (LR) method was developed in Sutherland & Saunders (1992) with additional improvements in Ciliegi et al. (2003) and Brusa et al. (2007). This likelihood ratio estimator is similar to the calculation of “p-values,” or the corrected-Poissonian probability. This is the probability of counterpart alignment for a member of a certain population (e.g. 24µm-selected galaxies, optical i-band selected galaxies, etc) having a given space density. The p-value is calculated via the following as described in Downes et al. (1986):

\[ p = 1 - \exp(-\pi n \theta^2) \]

where \( n \) is the source density of the given counterpart type, \( \theta \) is the angular offset between original source and counterpart. The p-value itself represents the probability or random coincidence, and generally, a match is considered reliable if \( p < 0.05 \) (e.g. Ivison et al., 2002; Pope et al., 2006; Chapin et al., 2009; Yun et al., 2012; Alberts et al., 2013). The p-value is more appropriate for catalogs in which the surface density is low (e.g., radio identifications) and favors counterparts that are brighter than the background population. Since the surface density of optical and near-infrared sources is high, the LR method is favorable when rarer counterpart types are not available.

Both likelihood matching methods have been implemented to match submillimeter counterparts to optical and near-IR counterparts (e.g. Smith et al., 2011; Fleuren et al., 2012; Bond et al., 2012; Kim et al., 2012), and both methods have be naturally extended to account for other properties of galaxies beyond positional and flux information.
such as near-infrared luminosity and color. This type of matching is especially necessary when the availability of 24µm or radio ancillary data is lacking, e.g. over areas spanning many tens to hundreds of square degrees, as recently done with Herschel in the H-ATLAS collaboration. Over these wide areas, near-IR and optical coverage has and will be much more plentifully available and can be used as a direct way of identifying counterparts (see example in Figure 9). The primary drawback of this method is that it assumes one counterpart to each submm source and has no mechanism to account for source multiplicity; however, as discussed in §2.5 that can be difficult to surmise from radio and 24µm counterpart identifications as well.

One can also use Bayesian techniques that uses a priori knowledge of the counterpart population from one area to guide the identification process of another sky area. This technique has been frequently used to cross-identify X-ray sources in mid and near-IR data. Bayesian methods are not currently pursued to cross-identify far-IR and submm sources due to the need for a prior in describing the cross-identifications, perhaps with another method. The LR analysis is advantageous in that no apriori knowledge is needed for a computation of the intrinsic optical or near-IR magnitude distribution for submm sources.

2.5. DSFG Multiplicity

One of the more recent advances in DSFG work has come from high-resolution far-IR maps providing the initial constraints on the multiplicity of SMGs: in other words, the number of galaxies that contributes to a given submm source’s flux density. For confusion-limited surveys (see §3.1) where sources’ flux density would not evolve substantially with redshift (due to the negative K-correction), the probability that two less luminous galaxies masquerade as a single, line-of-sight submm source is not low (it is much higher in the submm than in the optical, where sources at different redshifts are unlikely to have comparable flux densities). For observers studying the environments of heavy star formation at high-z, the initial worry was that some of the most extreme galaxies contributing to the bright-end tail of the flux density distribution may actually resolve into multiple counterparts when examined at high spatial resolution. Indeed, most theoretical models that have aimed to understand the origin of SMGs and other high-z dusty sources have found great difficulty in reproducing the numbers of the brightest sources as individual galaxies (c.f. §10). Wang et al. (2011c) used the SMA to map the morphologies of two SMGs, and found that both resolved into multiple counterparts. This study was expanded upon by Barger et al. (2012), who found nearly ~ 1/4 of their sample of 16 SMGs observed with the SMA resolved into multiple counterparts as well. With the advent of ALMA (even in Cycle 0), this field has been revolutionized. Hodge et al. (2013b) and Karim et al. (2013) found that potentially between 30 − 50% of a sample of ≥ 100 high-z SMGs break up into multiple counterparts, and all sources above $S_{870} > 10$ mJy are intrinsic multiples. Their initial detections as a single source by single dish telescopes was confused the poor resolution of these facilities (e.g. the JCMT) compared to ALMA. To some degree, this phenomena was expected from early radio studies (e.g. Ivison et al. 2007), clustering measurements (Blain et al. 2004; Hickox et al. 2012), and numerical models (Hayward et al. 2012). We note that not all high-resolution studies of SMGs have revealed multiplicity to the same extent as the Hodge et al. (2013b) and Karim et al. (2013) which could be biased due to the known underdensity of bright SMGs in the Chandra Deep Field South. For example, Hezaveh et al. (2013) and Chen et al. (2013a) find fewer multiples, the latter work estimating a multiple fraction of SMGs of 10% with several examples of intrinsic > 10 mJy single-source SMGs. In all studies, sample sizes are still relatively small, and we can only expect that much larger, statistically significant samples will become available with SCUBA-2 and expanded ALMA operations target this burgeoning field.
3. Submillimeter Number Counts

This section describes the basic attributes of submillimeter/far-infrared maps and the scientific conclusions we can reach from direct measurement of those maps. While optical and near-infrared maps are fairly straightforward to interpret since there is a clear division between source and background, submillimeter maps from single-dish observatories are often dominated by confusion noise, where the beamsize is larger than the space between neighboring sources and it becomes difficult to pinpoint individual galaxies. Figure 10 illustrates the changing resolution over a single patch of sky in the COSMOS field from optical $i$-band through to 1.4 GHz radio continuum.

The community of submillimeter astronomers analyzing submillimeter maps have developed strategies to unravel the confusion brought on by large beamsizes; these techniques—including estimating positional accuracy, deboosted flux densities, sample completeness, etc.—are described below in §3.2. These techniques are essential to the analysis of large-beamsize submillimeter observations until more direct constraints (via interferometric observations) can be made.

While the eventual goal of characterizing the sources in a submillimeter map is understanding the galaxies and their physical processes, this section describes a more basic measurement: submillimeter number counts. Number counts are simply the number of sources above a given flux density per unit area, often denoted $N(> S)$ [deg$^{-2}$] in cumulative form or $dN/dS$ [mJy$^{-1}$ deg$^{-2}$] in differential form. Although the number counts might seem like a simple quantity to measure, inferring the number counts in the submillimeter can be challenging. The challenge is worth pursuing since number counts can provide key constraints on the cosmic infrared background (CIB), as well as galaxy formation theory (c.f. §10). Unlike studies of sources’ redshifts, luminosities, SEDs, etc., the number counts measurement is not as plagued by simple incompleteness. Even without information on the physical characteristics of individual sources, number counts shed much needed light on the dominating sources of the extragalactic background light, EBL.

3.1. Confusion Noise

Confusion noise arises when the density of sources on the sky is quite high and the beamsize of observations is large, or when more than one source is present in a telescope beam. Optical observations are rarely confusion limited except in the case of very crowded star cluster fields, where the density of stars per resolution element is greater than one. However, confusion noise is far more common in the infrared and submillimeter given the large beamizes of single-dish telescopes (see Table 1 in the previous chapter). Since fainter sources are far more numerous than bright sources, there will be some threshold in flux density beyond which a survey will become confusion limited. For a beamsize $\omega_{\text{beam}}$ (an angular area), the confusion limit flux density $S_{\text{conf}}$ is the limit at which the spatial density of sources at or above that flux density multiplied by the beamsize is unity. In terms of the cumulative number counts $N(S)$—the number of sources above flux density $S$—this confusion limit can be expressed where the following is fulfilled: $\omega_{\text{beam}}N(S_{\text{conf}}) = 1$. Even though an instrument or survey might be able to integrate longer to beat down instrumental noise, there will be minimal gain in field depth below the confusion limit.

3.2. Using Monte Carlo Simulations in Number Counts Analysis

The identification of individual point sources in a submillimeter map requires Monte Carlo simulations, a technique first outlined by Cowie et al. (2002) and used in Coppin et al. (2005) for the SCUBA SHADES survey. It has since been updated for point source identification in Herschel extragalactic surveys such as HerMES (Smith et al., 2012a). These simulations go beyond the simple identification of sources; they provide a more accurate estimate of sources’ intrinsic emission. By using a Markov Chain Monte Carlo statistical technique of analyzing submillimeter maps, sources’ positional accuracy, intrinsic flux densities can be constrained, thus number counts, as well as sample contamination and completeness.

This technique is based on the injection of fake sources into noise maps. The distribution of sources in spatial density and flux densities, $S$, is an input assumption and the more the resulting source-injected map resembles the real data, the more accurate the input assumptions. The noise map used in these tests is often referred to as a ‘jackknife’ map and is constructed by taking two halves of the given submm data set and subtracting one from the other; then the noise is scaled down to represent the noise for the total integration time $T$ (as a simple subtraction only represents an integration time of $T/2$). Since real sources should appear in each half of the data, they should not be present in the jackknife map, even at substantially low signal-to-noise. In that sense, the jackknife map represents pure noise.
Figure 10: Twelve 1×1 arcmin cutouts from the COSMOS field imaged at different wavelengths with different facilities. From shortest wavelengths to long (top left to bottom right): Subaru $i$-band (0.8$\mu$m), IRAC 3.6$\mu$m, MIPS 24$\mu$m, PACS 100$\mu$m, SPIRE 250$\mu$m, SPIRE 350$\mu$m, SPIRE 500$\mu$m, SCUBA-2 450$\mu$m, SCUBA-2 850$\mu$m, AzTEC 1.1 mm, MAMBO 1.2 mm, and VLA 20 cm (1.4 GHz). The resolutions vary substantially, from ∼0.5″ ($i$-band) to 36″ (500$\mu$m). This illustrates the challenge which most submillimeter mapping facilities in distinguishing individual galaxies which have a high spatial density.
With some assumption about the underlying distribution of sources in the field, individual delta function sources are convolved with the beam and injected into the jackknife map at random positions (assuming little to no influence from clustering) and, when finished injecting, the entire map is analyzed for source detections. If the distribution in individual point sources extracted from the resulting map mirrors the distribution of real data, then we have learned that the input assumptions might well be representative of the underlying parent population.

Determining an appropriate functional form of the input population (sources per unit flux density per unit sky area, \(dN/dS\)) is an iterative process, taking into account the functional form observed from the raw data map and the observed distributions at other submillimeter wavelengths. §3.3 addresses the functional approximations of the differential number counts \(dN/dS\). Whatever function form is assumed, the free parameters of \(dN/dS\) are adjusted via a Markov Chain Monte Carlo until the differences between real and simulated map number counts are minimized.

Besides measuring agreement between real and simulated map number counts, a few other parameters can be estimated from the simulated maps. These include the positional accuracy of submillimeter sources, the difference between intrinsic flux density and measured flux density, and population contamination and completeness. Figure 11 illustrates an example flow chart of the simulations technique and the output estimates for the given \(dN/dS\) formulation.

### 3.2.1. Estimating Deboosted Flux Densities

One of the most critical output estimates from this technique is the correction for flux boosting. Sources’ flux densities are boosted in two different ways. The first is the statistical variation around sources’ true flux densities. More sources are intrinsically faint than bright, and therefore, more of those faint sources scatter towards higher flux densities than bright sources scatter down towards lower flux densities. This Eddington boosting (first described by [Eddington](1913)) assumes that fainter sources are more numerous than brighter sources. The second form of boosting comes from confusion noise, as discussed in §3.1 which is caused by sources below the detection threshold contributing flux to sources above the detection threshold. These two boosting factors are independent although their effect is the same so they are measured together. In simulations, the boosting is measured as an average multiplicative factor between input flux density and measured output flux density as a function of output signal-to-noise ratio. Boosting—or inversely, the deboosting factor—is estimated as a function of signal-to-noise because very high signal-to-noise sources are likely to only have a negligible contribution from statistical or confusion boosting.

### 3.2.2. Estimating Positional Accuracy

Along with flux deboosting, the positional accuracy of submillimeter sources is estimated by contrasting the input ‘injected’ sources with the measured output sources. The output positions might be different from input positions due to confusion from sources nearby or instrumental noise. Like flux deboosting, positional accuracy is measured as a function of source signal-to-noise, as the sources of higher significance will only be marginally impacted by confusion. The average offset between input and output position is roughly indicative of the positional accuracy of submillimeter sources at the given signal-to-noise and has provided the initial search-area for corresponding counterparts at near-IR, mid-IR, and radio wavelengths (e.g. [Weiß et al. 2009a][1] [Biggs et al. 2011][2]).

### 3.2.3. Estimating Sample Contamination & Completeness

Simulations also provide estimates to sample contamination and completeness and can guide a best-choice signal-to-noise (S/N) detection threshold. If a detection threshold is too conservative, contamination will be very low and completeness high, but the given submm source population risks being too small for substantial population analysis or more heavily biased against certain galaxy types, e.g. as 850\(\mu\)m mapping biases against warm-dust systems, discussed in §2.4.1 Conversely, a low detection threshold that is too liberal risks having a high contaminating fraction.

Sample completeness at a given flux density \(S\) can be estimated by considering the number of injected sources with \(S\) which are recovered in the simulated maps as real detections. The user can adjust the detection threshold to see increases or decreases in completeness. Note that nearly all submillimeter maps have non-uniform noise and that completeness is not only a function of flux density \(S\) but also detection signal-to-noise. Sample contamination is also measured as a function of output flux density and signal-to-noise as the fraction of detections which are not expected to be detected based on the input catalog. In other words, a source is considered a contaminant or spurious if the input flux density of sources within a beamsize are substantially lower than the nominal deboosted flux density limit. This can happen if the density of input sources with low flux densities is high, so the conglomerate of flux from multiple...
Figure 11: Flow chart illustrating the use of Monte Carlo simulations for analysis of submillimeter maps. The process begins with the construction of a jackknife or pure noise map in which real sources have been removed. Fake sources are then injected into the jackknife map using a number counts model assumption over several iterations. The parameters of the number counts can be optimized using a Markov Chain Monte Carlo technique. Once ideal parameters are determined, the positional accuracy, boosting factor of individual sources can be estimated, along with sample completeness and contamination. Analyzing the contaminating fraction within the whole sample can be used to determine the optimum detection threshold, $\sigma_{\text{thresh}}$. The final constraining output parameters of the Monte Carlo Simulations are: (a) the appropriate search radius to use when looking for multiwavelength counterparts, (b) the deboosting factor to use when correcting a galaxy’s raw measured flux density to intrinsic, and (c) how to convert raw number counts to incompleteness-corrected, deboosted number counts.
sources leads to a single ‘spurious’ source of much higher flux density. It can also happen when a single source of intrinsic flux density $S$ is boosted significantly above the expected boosting factor at its signal-to-noise.

Together, the sample completeness and contamination can provide a good idea of what the strengths and weaknesses are of a given sample. These quantities can motivate the choice of a certain signal-to-noise threshold if there is a certain target contamination rate in mind. Often a target contamination rate of $\leq 5\%$ in a submillimeter map will result in a detection threshold between $3 < \sigma < 4$. The contamination rate for an entire sample may be estimated using the probability that each individual source, of a given S/N, is real or a contaminant.

### 3.3. Number Counts

The measured number counts of a submillimeter map can be given in raw units—measured directly from the map—or deboosted and corrected units—after the sources’ flux densities have been deboosted and the sample has been corrected for contamination and incompleteness. The latter is largely what has been published in the literature, albeit using slight variants on the method above used to correct the counts. Depending on the scale of the given survey (small, targeted deep field versus large sky area, shallow survey), the units of number counts are quoted direct or Euclidean-normalized units, given as galaxies per unit flux density per unit sky area (e.g. mJy$^{-1}$ deg$^{-2}$ or Jy$^{-1}$ str$^{-1}$) and galaxies times flux density to the 1.5 power per unit sky area (e.g. mJy$^{1.5}$ deg$^{-2}$ or Jy$^{1.5}$ str$^{-1}$), calculated as $dN/dS \times S^{1.5}$ respectively.

The 850$\mu$m number counts are the best-studied amongst submillimeter maps with over 15 literature sources reporting independent measurements spanning four orders of magnitude in flux density; another regime where the number counts are fairly well constrained, although only recently, are at 450–500$\mu$m, from recent Herschel and SCUBA-2 measurements over three orders of magnitude. Figure 12 illustrates both 850–870$\mu$m number counts (from SCUBA, LABOCA, SCUBA-2, and ALMA) [Blain et al., 1999; Scott et al., 2002; Chapman et al., 2002; Cowie et al., 2002; Borys et al., 2003; Webb et al., 2003; Barnard et al., 2004; Coppin et al., 2006; Scott et al., 2006; Knudsen et al., 2008; Beelen et al., 2008; Weiβ et al., 2009a; Karim et al., 2013; Casey et al., 2013; Chen et al., 2013a) and 450–500$\mu$m (from SCUBA, Herschel and SCUBA-2) [Smail et al., 2002; Oliver et al., 2010a; Clements et al., 2010; Béthermin et al., 2012b; Geach et al., 2013; Casey et al., 2013; Chen et al., 2013a).

Figure 13 illustrates other infrared and submillimeter number counts in the literature in direct units, from 70$\mu$m (Dole et al., 2004; Béthermin et al., 2010; Berta et al., 2011), 100$\mu$m (Héraudeau et al., 2004; Rodrigiero & Franceschini, 2004; Kawara et al., 2004; Berta et al., 2011; Magnelli et al., 2013b), 160$\mu$m (Dole et al., 2004; Kawara et al., 2004; Béthermin et al., 2010; Berta et al., 2011; Magnelli et al., 2013b), 250$\mu$m and 350$\mu$m (Patanchon et al., 2009; Oliver et al., 2010a; Clements et al., 2010; Béthermin et al., 2010; 2012b), and 1.1 mm (Perera et al., 2008; Austermann et al., 2010; Scott et al., 2010; Hatsukade et al., 2011; Aretxaga et al., 2011; Scott et al., 2012).

Figure 14 gathers all of these results together and plots all submillimeter number counts together in Euclidean-normalized units, allowing for a more clear view of how the slope, normalization, and intrinsic variance vary between selection wavelengths and what relative dynamic range is probed at each wavelength. § 3.6 goes into greater detail of what these measurements imply for resolving the cosmic infrared background.

### 3.4. Parametrizing Number Counts

Observed number counts are often fit to functional forms which assume a certain shape for the underlying distribution. This parametrization often is given as a Schecter function

$$\frac{dN}{dS} = \frac{N_0}{S_0} \left( \frac{S}{S_0} \right)^{-\alpha} e^{-\left( \frac{S}{S_0} \right)}$$

or a double power law

$$\frac{dN}{dS} = \begin{cases} \frac{N_0}{S_0} \left( \frac{S}{S_0} \right)^{-\alpha} : S \leq S_0 \\ \frac{N_0}{S_0} \left( \frac{S}{S_0} \right)^{-\beta} : S > S_0 \end{cases}$$

While both typically provide reasonable fits to any given dataset over a narrow dynamic range, it is important to recognize that the shape of the number counts is probably intrinsically much more complex. Number counts represent flux density, not luminosity, so the conversion from a physically-motivated luminosity function to an observationally-derived number count function might not be straightforward. For example, if a Schecter function is the assumed
Figure 12: Differential submillimeter number counts at 850µm/870µm (left) and 1.1 mm (right). The 850µm and 870µm number counts come from the initial SCUBA surveys (Blain et al., 1999; Scott et al., 2002; Chapman et al., 2002; Cowie et al., 2002; Borys et al., 2003; Weiß et al., 2003; Barnard et al., 2004; Coppin et al., 2006; Scott et al., 2006; Knudsen et al., 2008), shown in brown, dark red, red, dark orange, orange, dark gold yellow, light green, green, dark teal, and teal respectively. Data from Beelen et al. (2008) and Karim et al. (2013) are taken at 870µm rather than 850µm, the two former from LABOCA and the latter from interferometric ALMA data. SCUBA-2 850µm data from Casey et al. (2013) and Chen et al. (2013b) are also plotted, the latter including the lens field work of Chen et al. (2013a). The Cowie et al. (2002) results do not quote uncertainties and the Barnard et al. (2004) results represent upper limits on number counts at very high flux densities, covering larger areas than the nominal SCUBA survey. The work of Blain et al. (1999), Scudder et al. (2002), Cowie et al. (2002), Knudsen et al. (2008) and Chen et al. (2013a) used gravitational lensing in cluster fields to survey flux densities <1 mJy.
Figure 13: Differential submillimeter number counts at 70µm, 100µm, 160µm, 250µm, 350µm, and 1.1 mm. The 70µm data is collated from Spitzer MIPS (Dole et al., 2004; Béthermin et al., 2010) and Herschel PACS (Berta et al., 2011). At 100µm, data are from the ISOPHOT instrument aboard ISO (Héraudeau et al., 2004; Rodighiero & Franceschini, 2004) and Herschel PACS (Berta et al., 2011; Magnelli et al., 2013). At 160µm–170µm, data are from Spitzer MIPS (Dole et al., 2004; Béthermin et al., 2010), ISO ISOPHOT (Kawara et al., 2004), and Herschel PACS (Berta et al., 2011; Magnelli et al., 2013). At both 250µm and 350µm, data come from BLAST (Patanchon et al., 2009; Béthermin et al., 2010) and Herschel SPIRE (Oliver et al., 2010a; Clements et al., 2010; Béthermin et al., 2012b). All 1.1 mm number counts studies have been undertaken with the AzTEC instrument on JCMT and ASTE and summarized in Scott et al. (2012), including prior datasets described in Perera et al. (2008), Austermann et al. (2010), Scott et al. (2010), Hatsukade et al. (2011), and Aretxaga et al. (2011).
Figure 14: All differential submillimeter number counts replotted from Figures 12 and 13 in Euclidean units. For clarity in plotting, the individual points have been removed and replaced with a polygon representing the median 1σ spread in number counts measurements.
shape to a luminosity function and that luminosity function evolves gradually with redshift, then the resulting number counts function will be non-Schechter; local galaxies influence the high flux density end, along with lensed galaxies, while the bump at lower flux densities is dominated by moderate to high-redshift galaxies (0.5 < z < 2.5, depending on the selection wavelength). An excellent paper summarizing power-law distributions in empirical data, their applicability and some common flaws in their overuse, is given by Clauset et al. (2007). The Clauset et al. discussion would be readily applicable to submillimeter number counts.

3.5. Bright-End Counts: Gravitationally Lensed DSFGs

Gravitationally lensed DSFGs constitute a significant fraction of the bright-end number counts at submm wavelengths at or above 500µm. This is for two reasons. First, submm galaxy number counts are steep with a sharp intrinsic cut-off, thus flux magnification by gravitational lensing moves sources from the steep faint end to the bright end and produce counts that are flatter at the bright flux densities. Second, due to negative K-correction, longer wavelength observations probe higher redshift galaxies where the optical depth to lensing is rapidly increasing. At wavelengths shorter than 500µm, while lensed DSFGs do exist, the bright-end counts are dominated by star-forming galaxies at low redshifts where the lensed counts do not make up an appreciable fraction (Negrello et al., 2007).

At all submm wavelengths the bright-end number counts can be reconstructed from local galaxies, active galactic nuclei such as radio blazars, and distant lensed infrared galaxies. The lensed sources can be identified relatively easily when submm maps are combined with multi-wavelength data. Local galaxies are easy to cross-identify through wide area shallow optical surveys such as SDSS while radio blazars are easily identifiable with shallow radio surveys such as NVSS. Theoretical predictions are such that at 500µm, once accounting for local galaxies and radio blazars, lensed DSFGs should make up all of the remaining counts at S_{500} > 80 mJy (Negrello et al., 2007). This implies that there are no DSFGs at redshifts with intrinsic 500µm flux densities above 80 mJy. Observationally, this has yet to be properly tested but there are tentative results indicating that the lensed fraction is below 100% due to rare sources such as DSFG-DSFG mergers (Fu et al., 2013; Ivison et al., 2013). Existing followup results show that the sources that are neither associated with local galaxies nor radio blazars are gravitationally lensed with an efficiency better than 90% at 500µm (Negrello et al., 2010; Wardlow et al., 2013). At 1.4 mm a similar (or better) success rate at identifying lensed DSFGs is clear with bright sources (S_1.4 > 60 mJy) in the arcminute-scale cosmic microwave background (CMB) anisotropy maps made with the South Pole Telescope (SPT) (Vieira et al., 2010, 2013; Mocanu et al., 2013). In Figure 15 we show the lensed counts at 500µm from Herschel-SPIRE and at 1.4 mm with SPT. In § 6 we will return to lensed DSFGs and review the key results that have been obtained with multi-wavelength followup programs. As the sources magnified, the improvement in both the flux density and the spatial resolution facilitates the followup of lensed galaxies over the intrinsic population.

3.6. The Cosmic Infrared Background

The total intensity of the cosmic infrared background (CIB) at submm wavelengths is now known from absolute photometry measurements (Puget et al., 1996; Fixsen et al., 1998; Dwek et al., 1998). While the integrated intensity is known, we still do not have a complete understanding of the sources responsible for the background, the key reason being that existing surveys are limited by large beam sizes and confusion noise. For example, recent deep surveys with Herschel and ground-based sub-mm and mm-wave instruments have only managed to directly resolve about 5% to 15% of the background to individual galaxies at wavelengths longer than 250µm (Coppin et al., 2006; Scott et al., 2010; Oliver et al., 2010a; Clements et al., 2010). At far-infrared wavelengths of 100 and 160µm, deep surveys with Herschel/PACS have now resolved ~60% and 75% of the COBE/DIRBE CIB intensity (Berta et al., 2011). Additional aid from gravitational lensing in cluster fields and higher resolution 450µm mapping with Scuba-2 mean that ~50% of the 450µm background has been resolved (Chen et al., 2013a). The notable exception in this realm of direct detection of the faintest sources contributing to the CIB is the recent work of Hatsukade et al. (2013) who summarize the faint end of the 1.3 mm number counts from serendipitous detections within targeted ALMA follow-up observations; they resolve 80% of the CIB at 1.3 mm.

While individual detections are confused by fainter sources, in maps where the confusion noise dominates over the instrumental noise, important statistical information on the fainter sources that make up the confusion can be extracted from the maps. Probability of deflection statistics, P(D) analysis, focuses on the pixel intensity histogram after masking out the bright detected sources. The measured histogram in the data is then compared to histograms made
Figure 15: Top: Cumulative 500 µm number counts from HerMES (Oliver et al., 2012) using blank-field catalogs (Oliver et al., 2010b) and P(D) analysis on the confusion noise (Glenn et al., 2010); the number counts of the candidate strongly gravitationally lensed sources in HerMES are also shown (Wardlow et al., 2013). Shaded regions represent the 68% uncertainty in the model components and prediction from a statistical lensing model for DSFGs. The intrinsic number counts, and the contributions from blazars and local spiral galaxies are constrained by the available data. However, the number counts of the lensed sources is a prediction; in this case the shaded region captures the uncertainty in the modeled statistical lensing rate, due to a combination of uncertainties in intrinsic counts and the redshift distribution. The solid line inside the prediction is the best-fit solution for the model based on the NFW profile. The dashed line is the prediction if we instead use a singular isothermal sphere (SIS) profile for the deflectors and hold all other parameters fixed. The model prediction agrees with the data for the number of candidate lensed SMGs with S_{500} > 100 mJy, but the prediction are uncertain at 80 mJy due to a higher fraction of unlensed, intrinsically luminous DSFGs. This figure is reproduced from Wardlow et al. (2013) with permission.

Bottom: Similar to above but for counts at 1.4 mm from the South Pole Telescope over an area of 770 square degrees. The counts are fully consistent with gravitationally lensed SMGs. This figure is reproduced from Mocanu et al. (2013) with permission.
with mock simulation maps populated with fainter sources below the confusion with varying levels of number counts, both in terms of the number count slope and the overall normalization. With an accounting of the noise and noise correlations across the map, the simulations can be used to constrain the faint-end slope and count normalization that gives the best matching histogram to the data. These $P(D)$ statistics capture primarily the variance of the intensity in the map at the beam scale and, to a lesser extent, higher order cumulants of the intensity variation, again at the beam scale. While $P(D)$ methods do not lead to individual count measurements as a function of the flux density below confusion, it provides an overall constraint on the slope of the faint-end counts. A parameterized functional form is generally used with knots and slopes describing the counts at the fainter fluxes. The number count model parameters extracted through the $P(D)$ histogram data are correlated and these correlations need to be taken into account either when comparing faint-end $P(D)$ counts to number count models or when using $P(D)$ counts to distinguish cosmological models of the DSFG population. Extending below the nominal confusion limit of about 8 mJy of Herschel-SPIRE at 250–500$\mu$m, $P(D)$ studies have allowed the counts to be constrained down to the 1 mJy level. The parameterized model-fits to the $P(D)$ counts resolve $\sim60\%$ and $45\%$ of the CIB intensity at 250$\mu$m and 500$\mu$m, respectively (Glenn et al., 2010). This is a significant improvement over the CIB fraction resolved by point sources counts alone that are at 15$\%$ and 6$\%$ at 250$\mu$m and 500$\mu$m respectively.

An alternative method, outlined by Refregier & Loeb (1997) involves the lensed intensity pattern through a massive galaxy cluster when compared to the intensity away from the cluster. The technique can be understood as follows: when viewed through the galaxy cluster, faint distant DSFGs will be magnified by a factor $\mu$. But this resulting increase in the flux density is compensated by a decrease in the volume probed such that the total number counts seen through the cluster changes to $N/\mu$. If the faint-end count slope scales as $dN/dS \propto S^{1-\alpha}$, then through the cluster is modified to $dN'/dS \propto \mu^{\alpha-2} S^{1-\alpha}$. There is either an enhancement or a decrement of fainter sources towards the galaxy cluster, relative to the background population, depending on whether $\alpha < 2$ or $> 2$. Averaged over the whole cluster, the effect will result in no signal as the total surface brightness is conserved under gravitational lensing. A measurement of the decrement has been reported with Herschel-SPIRE maps of four galaxy clusters in Zemcov et al. (2013). Instead of constraining the faint-end number counts below the confusion level authors used the lensing profile to obtain an independent measurement of the CIB level at SPIRE wavelengths, subject to uncertainties in the absolute flux calibration of SPIRE maps. They report a CIB intensity of $0.69^{+0.12}_{-0.07}$ MJy sr$^{-1}$ at 250$\mu$m. The COBE CIB measurement at 240$\mu$mis at the level of $0.9 \pm 0.2$ MJy sr$^{-1}$ (Puget et al., 1996; Fixsen et al., 1998; Dwek et al., 1998). While the two agree within one $\sigma$ uncertainties, the lensing-based measurement is likely an underestimate as it only focuses on the sources behind the cluster and a separate accounting of the sources in the foreground needs to be made to obtain the total background intensity. In any case the demonstration of Zemcov et al. (2013) shows that more detailed statistical measurements on the fainter source can be obtained through galaxy cluster lensing and the expectation is that future instruments, including ALMA, will exploit this avenue for further studies.
4. Redshifts and Spectral Energy Distributions of Infrared-Luminous Galaxies

This section describes some of the basic bulk characteristics of distant dusty infrared star-forming galaxies. Included for discussion is the redshift distributions of DSFGs—how they have been measured in the past and how they will likely be measured en masse in the future—along with best estimates of luminosity functions and the total contribution of some DSFG populations to the cosmic infrared luminosity density or star formation rate density. Once redshift is in hand, we also discuss how one estimates the basic physical characteristics from a far-IR SED fit, whether using direct analytic fits or templates.

4.1. Acquiring Spectroscopic or Photometric Redshifts

Before the physical nature of individual DSFGs or the bulk nature of their population can be understood, redshifts are needed. As described in the first section of this review, §2, redshift acquisition is unfortunately not straightforward for dusty, infrared-selected samples. Efforts to secure redshifts are hampered by significant extinction in the rest-frame ultraviolet and optical, where most of the classic emission-line redshift indicators lie, and the large beamsize of infrared/submillimeter observations which makes multiwavelength counterpart identification ambiguous (see §2.4.2).

The ambiguity of multiwavelength counterpart matching has historically lead to a dependence on intermediate bands for counterpart identification. § 2.4.2 describes how radio wavelengths and mid-infrared 24 µm imaging has often been used as such an intermediate band by which counterpart galaxies can be identified on 1-2″ scales, providing the precision needed to acquire redshifts.

In general, high-redshift galaxies may be studied in detail with either photometric or spectroscopic redshift identifications. Although the former is less precise and less reliable, the increase of available multi-wavelength coverage in deep extragalactic fields (e.g. as in the COSMOS field; Scoville et al., 2007) has made photometric redshifts increasingly reliable (e.g. Ilbert et al., 2009) and much less observationally expensive than obtaining spectroscopic redshifts. Spectroscopic redshifts for faint (i ∼ 23 − 25) galaxies might require a few hours of integration on an >8 m class telescope. One might conclude that, if no further analysis of the galaxies’ optical/near-IR spectra are needed, photometric redshifts are preferable particularly when counterparts are ambiguous. However, there are a few important details which must be kept in mind when considering redshifts for DSFGs in contrast to more ‘normal’ high-redshift galaxies.

First, dusty, infrared-selected galaxies are subject to significant optical extinction. More than making counterpart identification difficult, this could impact the quality and reliability of photometric redshift estimates. Spectroscopic campaigns of ∼500 M⊙yr⁻¹ 850µm-selected SMGs have often found bright emission lines with no detected continuum (Chapman et al., 2003b, 2005), with emission-line-to-continuum ratios far higher than observed in, e.g. ∼10 M⊙yr⁻¹ Lyman-Break Galaxies (Shapley et al., 2003). The quality of photometric redshifts for SMGs, or any similar dusty, high-SFR DSFG, relies on the input stellar population model assumptions accounting for bursty star formation episodes, very significant extinction factors, and very high star formation rates. While a broad range of stellar population models have been successfully used to measure accurate photometric redshifts of optically-identified galaxies, no systematic study of their reliability for dustier, starbursts galaxies has been carried out, and often, photometric redshifts have been found to fail catastrophically for DSFGs (e.g. Casey et al., 2012b).

Second, a historical consideration to make is to the preferred method of redshift acquisition is the angular scale of submillimeter data pre-2009. Before the launch of large field-of-view submillimeter instruments, the sky coverage of submillimeter maps was limited to a few square degrees scattered about the sky in a few legacy fields and around several galaxy clusters. The latter tended to lack sufficiently deep optical ancillary data needed to compute reliable photometric redshifts. Given individual areas only several-to-tens of square arcminutes in size, spectroscopic follow-up with instruments of a similar field-of-view was often more efficient and precise. Furthermore, spectroscopic identifications have the added benefit of facilitating follow-up kinematic and dynamical studies, like resolved Hα observations from adaptive optics IFUs or CO molecular gas observations.

Throughout the 2000s, the bandwidth for most millimeter line observations was narrow, so spectroscopic redshifts needed to be very secure to observe CO lines.
4.1.1. Far-Infrared Spectroscopic Redshifts

Within the past few years, far-infrared spectroscopic instrumentation has improved significantly, particularly by widening receivers’ bandwidths, allowing a new, exciting avenue of identifying DSFG redshifts directly through millimeter-wavelength molecular gas cooling lines. This method is more direct than traditional optical/near-IR counterpart methods and several DSFG redshifts have been uncovered this way, e.g., using the EMIR receivers at the IRAM 30 m (Weiß et al. 2009a), the Z-spec instrument at the Caltech Submillimeter Observatory (Bradford et al. 2009), the Zpektrometer on the Green Bank Telescope (Harris et al. 2007; 2010; 2012), the redshift search receiver for the the Large Millimeter Telescope (UMASS; Five College Radio Astronomy Observatory) or the upgraded receivers on the Combined Array for Research in Millimeter-wave Astronomy (CARMA, e.g. Riechers et al. 2010). ALMA is optimally designed to follow-up DSFGs in the submillimeter and identify redshifts via, e.g., CO molecular gas or the CIII cooling line, and once ALMA enters full-science observations, DSFG follow-up will become an efficient way of confirming source redshifts. Since this technique is not yet sufficiently efficient to obtain redshifts for an entire population of DSFGs, we only discuss traditional optically or near-IR-identified redshifts in this section and defer the reader to § 4.1.2 for more on far-infrared spectroscopy.

4.1.2. Millimetric Photometric Redshifts

An alternate form of redshift determination which has gained some traction in the past few years is millimetric photometric redshifts (e.g. see Aretxaga et al. 2007; Chapin et al. 2009; Yun et al. 2012; Roseboom et al. 2012; Barger et al. 2012; Chen et al. 2013b). These ‘millimetric redshifts’ are determined from the shape of the far-infrared or submillimeter SED or its colors rather than any properties indicated by its stellar emission characteristics in the optical/near-IR or emission line signatures. This method assumes that the far-infrared SED of DSFGs is roughly fixed (e.g. to an Arp 220 SED, or an SED with some adopted representative temperature) and the FIR colors can be used to estimate the galaxy’s redshift. This technique can be quite useful if the redshifts of the given DSFGs are impossible to probe using other methods.

An important observation to make about millimetric redshifts is that the precision can be quite poor and its accuracy is dependent on the intrinsic variation in SED types for the given population. As will be addressed in § 5.2, temperature, manifested as SED peak wavelength correlates with infrared luminosity and both can be degenerate with redshift. An SED which has a dust temperature between 30–50 K, the rest-frame peak wavelength can vary between 72–125 μm. If a 30 K SED is used to estimate that galaxy which peaks in the observed-frame at 400 μm, the millimetric photometric redshift will be z = 2.2. If the 50 K SED (approaching the temperature of some typical local ULIRGs, e.g. Arp 220 and Mrk 231) is assumed then the millimetric redshift will be z = 4.6. So while millimetric photometric redshifts can be quite useful to gauge the overall redshift regime of DSFGs (e.g. is it at z ~ 1 or z ~ 5?) and the bulk redshift distribution of a population, they should not be regarded as precise on a case-by-case basis.

4.1.3. Redshift Distributions of 24 μm selected DSFG populations

Desai et al. (2008) addresses the redshift distribution of 24μm-selected sources by confirming a set of >400 sources spectroscopically out of ~600 targeted. They find that the redshift distribution peaks at z ~ 0.3 with a possible second peak at z ~ 0.9 and a tail of galaxies detected out to z ~ 4.5. Given the 24μm observed selection function (shown in Figure 7), this is along the lines of what might be expected given the enhanced sensitivity of observed 24μm at very low redshift and in certain redshift ranges that align the 24μm band with bright PAH emission features (see more in § 5.7). Desai et al. (2008) also find a population of extremely infrared luminous DSFGs at z ~ 2 that, although difficult to spectroscopically confirm due to wavelength restrictions of optical spectrographs, were thought to be largely dominated by AGN-driven emission (~55%).

This population of z ~ 2 24μm-selected DSFGs was studied in detail by Dey et al. (2008) who outline the selection of Dust Obscured Galaxies (DOGs) to especially target this extremely luminous subset of the 24μm-population at ⟨z⟩ =1.99±0.45. The AGN contribution to these DOGs’ luminosity is estimated at ~50%, although this fraction is a function of observed 24μm flux density, S_24, with fainter targets less dominated by AGN-driven emission. Fiore et al. (2008) present a similarly selected population of galaxies as DOGs, although they approached the analysis using the fact that all of their targets were also AGN candidates. By stacking X-ray emission in the CDFS, Fiore et al. find

Assuming a modified blackbody fit where the opacity is unity at ~100μm.
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Figure 16: The redshift distribution of 850$\mu$m and 870$\mu$m-selected SMGs from the literature. The Chapman et al. (2005) redshift distribution (background solid blue) is a collation of 73 850$\mu$m-selected radio galaxy redshifts obtained spectroscopically with the LRIS instrument on Keck 1 (also including data from Chapman et al., 2003). This distribution suffers from a radio flux limit at high redshifts (gray striped area) and a spectroscopic desert between 1.2 < z < 1.9 (this particular range is specific to the LRIS instrument on Keck 1). Sources with z ≥ 2 are primarily identified via Ly$\alpha$ emission and sources at 1.2 < z < 1.3 are identified via OII, OIII or H$\alpha$. An updated version of the Chapman et al. redshift distribution is shown as a dashed-blue line, including DEIMOS-observed radio SMGs from Banerji et al. (2011) specifically targeted to fill the redshift desert gap of LRIS, and a handful of high-z 850$\mu$m-selected SMGs (Coppin et al., 2009; Daddi et al., 2009; Walter et al., 2012). Also overplotted is the Lewis et al. (2005) and Chapman et al. (2003) phenomenological model 850$\mu$m SMG redshift distribution without radio flux selection (dark green dot-dashed line). We also overplot the Wardlow et al. (2011) redshift distribution for the LESS 870$\mu$m sample in CDFS (red line filled histogram) and the update to that sample—courtesy of ALMA follow-up establishing unambiguous counterparts—from Simpson et al. (2013) in orange. The latter is plotted in equal-time redshift bins to account for duty cycle correction. These redshifts are photometric and do not require radio sub-selection as a prerequisite, so they do not suffer from redshift deserts at intermediate or high redshifts, although a significant fraction (57/126) do not have any redshift indicators, primarily because they are too optically faint to characterize. Their relative contribution to this plot is given by the large line-filled red square on the right.
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lower redshifts, the rest-frame optical features of OII 3727Å, Hβ 4861Å, OIII 5007Å, and Hα 6563Å would be readily available. At higher redshifts, LIRGS' spectroscopic coverage and Lyα is not redshifted enough to be detected; LIRGS' coverage at the time spanned ≈3000–8000Å. It is important to note that different optical multi-object spectrographs have different redshift deserts if they have different spectroscopic coverage. For example, the DEIMOS spectrograph on Keck (Faber et al., 2003) has approximate maximum coverage 4500–9500Å in low resolution mode, which corresponds to a redshift desert of 1.6 < z < 3.2, making it not as ideal an instrument for follow-up of a population which peaks at z ∼ 2. Note that since the Chapman et al. (2005) spectroscopic survey has been conducted, the red arm of the LRIS instrument has been upgraded so the coverage now runs ≈3000–10000Å, with only a small desert around z ≈ 1.7.

Various efforts to remedy the biases of the Chapman et al. sample have been made. Several high-z (z > 4) 850µm-selected SMGs have now been spectroscopically confirmed, including GN20 at z = 4.055 (Daddi et al., 2009), LESS J033229.4−275619 at z = 4.76 (Coppin et al., 2009) and 850.01 at z = 5.17 (Walter et al., 2012), confirming that SMGs exist at the earliest epochs in the Universe’s history, ~1 Gyr after the Big Bang. Banerji et al. (2011) also work to fill in the LRIS spectroscopic desert with spectroscopic confirmations from DEIMOS in the neighborhood of z ∼ 1.5. These have lead to a more contiguous picture of the 850µm redshift distribution.

Wardlow et al. (2011) presented an optical/near-infrared photometric analysis to the 870µm LABOCA-selected population; the advantage of the Wardlow et al. sample is the LABOCA map of the ECDFS is remarkably uniform in noise properties and fairly large. The 126 SMGs analyzed in that work represent one of the first complete and relatively unbiased samples of 850/870µm-selected SMG populations. Furthermore, radio (or 24µm) detection was not a necessary requirement for analysis as the paper goes to great efforts to estimate the ‘missing’ sources’ redshifts through statistical groupings of near-infrared samples. The Wardlow et al. redshift distribution, perhaps not surprisingly, resembles the Lewis et al. model redshift distribution peaking at z ∼ 2.5 and lacks some of the clear sample biases of the Chapman et al. sample. Although more recent follow-up of the Wardlow et al. sample indicate that some of the LABOCA sources split into multiples in ALMA imaging (Karim et al., 2013; Hodge et al., 2013), the re-analysis of the population’s photometric redshifts with the high-resolution data (Simpson et al., 2013) find largely the same results. This sample remains one of the best representative samples of the 850/870µm population.

At slightly longer wavelengths, the AzTEC 1.1 mm-selected DSFG population has been studied in a little less detail than 850µm-selected SMGs but provide equally large samples of ~100 galaxies with a good grasp on sample completeness. Figure 17 (left) illustrates the redshift distribution studies carried out at 1.1 mm. Beyond the millimeter...
photometric redshifts work by Aretxaga et al. (2007), Chapin et al. (2009) compile 28 secure redshift identifications for 1.1 mm-selected DSFGs in GOODS-N and measure a median redshift of $z = 2.7$ which is statistically distinct from the $z = 2.2$ mean measured in the Chapman et al. sample and $z = 2.5$ in the Wardlow et al. sample. Yun et al. (2012) look at the 1.1 mm-detected DSFGs in GOOS-S and exploit the deep multi-wavelength ancillary data to measure redshifts as best as possible in the optical and near-infrared if spectroscopic redshifts do not already exist. Yun et al. also show that the millimetric redshift distribution of the sample is nearly identical to the optical/near-infrared redshift distribution, both of which have a median redshift of $z = 2.6$, very similar to the median redshift of $z = 2.7$ found by Chapin et al. (2009). Yun et al. demonstrate that the 1.1 mm DSFG redshift distribution can be well-modeled by a log-normal distribution of the form

$$f(z) = \frac{1}{(1+z)\sigma \sqrt{2\pi}} \exp \left(-\frac{[\ln(1+z) - \ln(1+z_p)]^2}{2\sigma^2}\right)$$

with $z_p = 2.6$ and $\sigma = 0.2 \ln(1+z)$. Although DSFG populations selected at other wavelengths do not often analyze the population with this parametrized fit, the shapes of most populations could largely be generalized in this form, with different mean redshifts and dispersions for populations selected at different rest-frame wavelengths.

One more notable analysis of the 1.1 mm-selected population is summarized by Smolčić et al. (2012) who describe interferometric follow-up observations of DSFGs in the COSMOS field. Like the interferometric work on the LaMACa CDFS sample from ALMA (summarized in Karim et al., 2013; Hodge et al., 2013b), the Smolčić et al. work measures the accuracy of previous counterpart identifications to bolometer-detected sources and identifies submillimeter CDFS sample from ALMA (summarized in Karim et al., 2013; Hodge et al., 2013b), the Smolčić et al. work measures the accuracy of previous counterpart identifications to bolometer-detected sources and identifies submillimeter

$\chi^2$ photometric redshift fitting. They find a median redshift of $z = 3.1$ for the 1.1 mm sample which is offset from the Chapin et al. and Yun et al. findings, but is also a small sample, consisting of only 17 galaxies. The discrepancy could be due in part to cosmic variance, where the COSMOS field is known to have several notable, very distant DSFGs at $z > 4.5$ (e.g. Capak et al., 2008; Riechers et al., 2010). At the moment, it is unclear to what extent the method of fitting photometric redshifts to DSFGs needs revision, as larger statistical samples are necessary to really determine the relative shortcomings of any redshift-distribution measurement technique.

Figure 17 (right) shows the observed FIR-spectroscopically-confirmed redshift distribution of 1.4 mm-selected DSFGs from Weiß et al. (2013). This sample is unique in that it consists of galaxies that are most certainly gravitationally lensed (Vieira et al., 2013) because the 1.4 mm imaging from the South Pole Telescope is too shallow to detect distant DSFGs unlensed. Lensing does impact the observed redshift distribution since lower redshift galaxies ($z < 2$) are less likely to be gravitationally lensed by a foreground object than higher redshift galaxies. Weiß et al. (2013) argue that this effect is strong at $z < 2$, especially at $z < 1$, but it has little impact on lensing of higher redshift galaxies. In Figure 17 this lensing-bias is indicated by hashed gray areas at $z < 2$. The 1.4 mm redshift distribution is compared to several literature models which employ a phenomenological approach (Béthermin et al., 2012b), hybrid cosmological-hydrodynamic approach (Hayward et al., 2012), and semi-analytic approach (Lacey et al., 2010; Benson, 2012). The Weiß et al. (2013) work also includes an interesting discussion of size evolution and its potential impact on the observed redshift distribution. If the mean physical size of DSFGs evolves with redshift (i.e. they are more compact or extended at high-redshift) then this behavior can impact the redshift distribution due to the influence of size evolution on lensing (Hezaveh & Holder, 2011). The more compact the higher-redshift DSFGs, the more likely it is for them to be detected in the 1.4 mm survey of lensed DSFGs. If the intrinsic redshift distribution of 1.4 mm-selected DSFGs mirrors the intrinsic redshift distribution of the 850μm-selected SMGs, then a fairly extreme size evolution is needed to reconcile observations. Such extreme size evolution is not observed (this is discussed further in § 5.10), but it would only be necessary in the case of the 1.4 mm redshift distribution being identical to the 850μm redshift distribution.

4.1.5. Redshift Distributions of 250μm–500 mm-selected DSFG populations

Moving from long wavelengths to shorter wavelengths, here we address the redshift distribution of galaxies selected at 250–500μm. Unlike surveys conducted at 850μm–1.1 mm, BLAST, H-ATLAS and HerMES (see § 2.3.2 for details) have imaged several hundred square degrees of sky in large surveys. The nature of the galaxies detected in these large surveys is going to be more varied due to the large dynamic range in luminosities than those found in smaller surveys.
On small angular scales (<1 deg$^2$), the population of DSFGs which is luminous at 250–500\m (at $\sim 20$ mJy) might be thought of as very similar to 850\m or 1.1 mm galaxies. In one sense, this is a correct assumption, since most galaxies which are $\sim 5$ mJy at 850\m will be $\sim 30$ mJy if they sit at intermediate redshifts $z < 4$. However, some important details are lost in this interpretation. Although most 850\m-selected galaxies might be detectable at 250–500\m, not all 250–500\m galaxies will be 850\m detected either because they sit at different redshifts or have different SED characteristics (see the discussion of the temperature bias of SMGs in § 2.4).

By observing the increasing median redshift of samples with longer wavelengths in the previous section, one also might assume that longer wavelength populations correspond to higher redshifts, and shorter wavelengths lower redshifts. Thus, the 250–500\m redshift distribution would peak below $z \sim 2$. This interpretation is partially correct since the peak of the dust blackbody emission does shift towards longer wavelengths at higher redshifts. However, this assumption can be too simplistic when not accounting for sample biases, intrinsic SED variation, and survey detection limits in the different bands. For example, a wide-and-shallow survey at 500\m might overlap completely with a wide-and-shallow survey at 1.4 mm, in that they might both be efficient at picking up the same lensed dusty galaxies at high-$z$, but perhaps the equivalent deep pencil-beam surveys at the same wavelengths, 500\m and 1.4 mm, reveal two completely different, non-overlapping populations. Therefore, it becomes important to clearly define population selection before comparing contrasting distributions.

Figure [18] shows some of these contrasting populations selected at 250–500\m, for both deep pencil-beam surveys and wide-field shallow surveys for lensed DSFGs. Negrello et al. (2007) present some of the first predictive measurements for 250–500\m-selected lensed populations by combining physical and phenomenological models. Negrello et al. predict a redshift distribution for $S_{350} > 100$ mJy galaxies peaking at $z \approx 2$ (red line on Figure [18]). In contrast, earlier predictive work by Lagache et al. (2005) addresses the overall redshift distribution for the underlying 350\m population, which peaks at substantially lower redshift, $z \approx 1$, with a long tail out to high redshifts. Another phenomenological approach described in Béthermin et al. (2012b), working backwards from constrained luminosity functions to redshift distributions and number counts predicts a peak at very low redshifts with a secondary peak at $z \sim 4$.

The first data results of redshift distributions in this regime came from Amblard et al. (2010) who use SPIRE colors of H-ATLAS sources to constrain redshift based on a millimetric redshift identification technique. Amblard et al. generate SEDs at a variety of redshifts and SPIRE colors and then identify the color-color space where most SPIRE sources are located and what redshifts they are most likely associated with. They estimate a median redshift of $z = 2.2 \pm 0.6$.

Two more recent samples use both spectroscopic and optical/near-IR photometric redshifts to determine the 250–500\m redshift distribution. Chapin et al. (2011) characterize the 69 BLAST-detected ECDFS sources, finding a flat distribution between 0.5 < $z$ < 3 with a strong peak at $z \sim 0.3$. Casey et al. (2012a,b) summarize the efforts of a large spectroscopic follow-up campaign for $\approx 1600$ HerMES SPIRE-selected galaxies in multiple fields covering $\sim 1$ deg$^2$, nearly 800 of which are spectroscopically confirmed in the optical. They find a median redshift of $z = 1.1$ with peak around $z = 0.8$ with a long tail out to $z \approx 5$. The Chapin et al. and Casey samples are statistically consistent when removing the $z \sim 0.3$ peak in the BLAST sample which is thought to be an overdensity in ECDFS caused by cosmic variance. Both of these datasets agree with the Lagache et al. (2005) model distribution, potentially the Béthermin et al. (2012b) model distribution if some different SED assumptions are used, but are statistically distinct from the Negrello et al. (2007) model prediction for lensed galaxies.

The disagreement between the Amblard et al. (2010) and Chapin et al. and Casey results is likely due to (a) the assumptions about SED shape of SPIRE galaxies made by Amblard et al. (whereby a different assumed temperature-luminosity relation could have given a lower redshift peak) or (b) biases in the optical redshift samples which exclude higher redshift galaxies for lack of 1.4 GHz or 24\m counterparts. Whatever the case, it is clear that work on the redshift distributions of Herschel-selected galaxies has not yet reached maturity.

In contrast to the large scale work done with Herschel, some further strides have been made at 450\m using the SCUBA-2 instrument on smaller scales. This population has not been probed until very recently since the 450\m bolometers on SCUBA were by-and-large dysfunctional. The unique advantage of 450\m mapping with SCUBA-2 is its superb spatial resolution, $\sim 7''$, which is significantly better than the spatial resolution of Herschel at 500\m, $\sim 36''$.  
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4This shape perhaps seems a bit counter-intuitive, but depends significantly on the input SED shape assumed for the population. 
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Figure 18: (Left:) Redshift distributions of 250–500µm-selected DSFGs in the literature and comparisons to model predictions. Histograms have been renormalized since sample sizes vary from ~70 to ~2000 galaxies. The Amblard et al. (2010) distribution (blue hashed region) is generated through statistical means by fitting millimeter redshifts to ~2000 H-ATLAS Herschel-Slite 350-µm-selected DSFGs. The Chapin et al. (2011) distribution (purple hashed region) includes various efforts to characterize the 69 BLAST 250–500µm-selected DSFGs in ECDFS (including spectroscopic and photometric redshifts collated from Dunlop et al. 2010) Casey et al. 2011a. The Casey et al. 2012a distribution (including data from Casey et al. 2012b) is a collection of ~1600 Herschel-Slit 250–500µm-selected DSFGs, half photometric, half spectroscopically confirmed. The model distributions for this population are phenomenological and are described in Lagache et al. 2009 (magenta line), Negrello et al. 2007 (red line), and Béthermin et al. 2011 (orange line). (Right:) Redshift distributions of 450µm-selected galaxies in the literature, observed with the Scaux-2 instrument, and contrasted to predictions and measurements of similar 500µm galaxies observed by Herschel. The 500µm Herschel sample (gray circles) is from an analysis of stacked data based on 24µm priors and is suggested to peak at z ~ 1.5 (Béthermin et al. 2012b). At 450µm, there are three datasets summarized in Chen et al. 2013a (orange line histogram), Casey et al. 2013 (teal filled histogram) and Roseboom et al. 2013 (blue hashed histogram). The Chen et al. redshifts are millimeter redshifts while the Casey et al. and Roseboom et al. are optical/near-IR photometric redshifts from COSMOS. The latter two samples overlap although are drawn from two different datasets, the Casey et al. dataset is more shallow and wide while the Roseboom et al. dataset is deeper and smaller. Casey et al. measure a median redshift of z = 1.95 ± 0.19 while Roseboom et al. measure z = 1.4.

Figure 18 (right panel) plots the redshift distribution for galaxies selected at 450µm from data described by Chen et al. 2013a, Casey et al. 2013, Geach et al. 2013 and Roseboom et al. 2013 and compares it to some statistical determinations of the redshift distribution for 500µm-selected galaxies from Herschel (Béthermin et al. 2012b). The Chen et al. redshifts are derived from the millimeter (S_{350}/S_{850} colors) and span 0 < z < 6 with a median of z = 2.3. The Casey et al. sample and Roseboom et al. sample (the latter of which is the same dataset analyzed in Geach et al. 2013) sit in an overlapping region of the COSMOS fields. The Roseboom et al. map is ~1/4 the size of the Casey et al. map although it is also 4 times deeper (an RMS of 1.2 mJy versus 4.1 mJy). The respective redshift distributions could be drawn from the same parent population despite the fact that the quoted median redshifts for the samples are dissimilar (z = 1.4 in Roseboom et al. and z = 1.95 ± 0.19 in Casey et al.). The differences could be caused by the different field depths, where the Casey work extends over larger areas and is able to detect rare high-z systems while the Roseboom work is more sensitive to fainter galaxies at z ~ 1–2.

4.2. Infrared SED Fitting for DSFGs

Spectral energy distribution (SED) fitting in the far-infrared is needed to extract basic properties of galaxies’ dust emission: its infrared luminosity, thus obscured star formation rate, dust temperature and dust mass. Far-IR SED fitting varies from the use of template libraries, the use of scaling relations, to direct data fitting to parametrized fits. Unlike data in the optical or near-infrared (Bolzonella et al. 2000) Bruzual & Charlot 2003, Maraston 2005, far-infrared data often suffers from a dearth of photometric data with far fewer bands available for comparison with models. At most, individual galaxies will have ~10 photometric data points in the far-infrared, and more like 3–5 on average, versus 30+ bands in the optical. Unfortunately, the parameters needed to describe the far-infrared emission are no less complex than those in the optical/near-IR, including dust distribution, composition, dust grain type, orientation, galaxy structure, AGN heating, emissivity and optical depth. Below we describe the techniques commonly used in the literature to measure far-infrared SEDs’ basic characteristics and summarize them in Table 2.

SED fitting techniques can be broken down into categories: (1) direct comparison to models (radiative transfer or empirical) using, for example, χ² techniques, (2) comparison with model templates using Bayesian techniques, or
(3) direct FIR fitting methods to simple greybody-like functions. The first two are described in §4.2.1 and the last in §4.2.2. Different applications of data call for different types of SED modeling. While the last set of methods is the most computationally straightforward to apply to galaxies with fewer data points, it might be useful for the user to fit the stellar emission and dust emission simultaneously, therefore use some of the more sophisticated models based on stellar synthesis modeling, accurate attenuation curves and dust grain analysis.

4.2.1. Employing dust radiative transfer models and empirical templates

Despite the relative lack of sophisticated data, detailed radiative transfer models and empirical template libraries have modeled the complex dust infrared emission from stars, molecular clouds and dust grains over a wide range of galaxy geometries and luminosities. Silva et al. (1998) developed the Grasril code to model galaxy emission by explicitly accounting for dust emission from the ultraviolet through to the far-infrared. They use stellar population synthesis models and a chemical evolution code to generate integrated spectra for simple stellar populations of different ages, metallicities, star formation rates, gas fractions, relative gas trapped in molecular clouds versus diffuse ISM, dust geometry and dust grain size distribution (small grains versus PAHs). Chary & Elbaz (2001) use Grasril and the analysis of Silva et al. (1998) to generate template SEDs for infrared-luminous galaxies out to moderately high redshifts ($z \sim 1$) when measuring contributions of different galaxy populations to the CIB. Chary & Elbaz generate four SEDs with Grasril to fit data from nearby galaxies which each represent a different decade in infrared luminosity—Arp 220, NGC 6090, M 82, and M 51. They discard the mid-IR portion of the model spectrum and replace it with data from ISOCAM (Smith et al., 1989; Charmandaris et al., 1997; Laurent et al., 2000; Förster Schreiber et al., 2001; Roussel et al., 2001). They then interpolated between the four galaxies’ SEDs to span intermediate luminosities. The templates were then split at 20µm and additional FIR templates (20–1000µm) were taken from Dale et al. (2001) to span a wider range of spectral shapes, i.e. dust temperatures.

In contrast to the Silva et al. (1998) and Chary & Elbaz (2001) work, Dale et al. (2001) present a different model for SEDs in the far-infrared. SEDs are constructed from various dust emission curves and the assumption that there is a power-law distributions of dust masses (thus dust temperatures) over a wide range of radiation fields. Small, large and PAH grains are all taken into account and the models are compared to data (from IRAS, ISOCAM and ISOPHOT) of 69 nearby normal galaxies for constraints. Dale et al. find that normal galaxy SEDs can be described solely by a range of FIR colors defined by the IRAS bands, i.e. $S_{60}/S_{100}$. Dale & Helou (2001) builds on this phenomenological approach by extending calibration at wavelengths $>120$µm and correcting the Dale et al. (2001) model assumptions regarding dust emissivity and radiation field intensity.

Dopita et al. (2005) present another modelling technique which reproduces SEDs from the ultraviolet through the far-infrared, and out through the radio by combining stellar synthesis output from STARBURST99 (Leitherer & Heckman, 1995), nebular line emission modeling, a dynamic evolution model of H	extsc{ii} regions and a simplified synchrotron emissivity model to construct self-consistent SEDs for solar-metallicity starbursts with durations $\sim$100 Myr. They describe the dependence of the far-infrared emission on the ambient pressure of the starburst. Although the Dopita et al. (2005) models are not often widely used amongst the high-$z$ dusty galaxy community, their application could be appropriate, especially for solar-metallicity systems.

The Chary & Elbaz (2001) and Dale & Helou (2002) have garnered significant traction in the dusty galaxy community for SED fitting, particularly for galaxies detected in the mid-IR for which estimates of far-IR emission are necessary, but newer models have recently become available which make use of more sophisticated, later datasets and modeling techniques specifically tweaked for extreme starbursts.

Siebenmorgen & Krügel (2007) describe a spherically symmetric radiative transfer model for dusty starburst nuclei and ULIRGs and argue that the symmetry assumption, and lack of accounting for dust clumpiness, does not significantly change a dusty galaxy’s SED. They present a library of 7000 SEDs which can be fit to galaxies either locally or at high-$z$ and accurately be used to measure luminosity, size, dust or gas mass. Their SEDs have been applied in several more recent studies, e.g. Symeonidis et al. (2013), which study the bulk characteristics of FIR SEDs at high-$z$.

Draine & Li (2007) present another modeling method, focused instead on the emission from dust in the mid-infrared portion of the spectrum, but following through to the far-infrared. The models balance the size distribution of PAH grains and starlight intensities and the relative fraction of dust which is heated by starlight above a certain intensity. The models are constrained with data from Spitzer.
Table 2: Templates and Models used for DSFG SED Fitting

**RADIATIVE TRANSFER MODELS**

**GRASIL:** Silva et al. (1998)  
Stellar population synthesis model which accounts for dust obscuration from UV through the FIR, incorporates chemical evolution, gas fraction, metallicity, ages, relative fraction of star-forming molecular gas to diffuse gas, the effect of small grains and PAHs and compares to observations from ISO. Can be used to investigate SFR, IMF, and supernova rate in nearby starbursts and normal galaxies.

**Dopita et al. (2005)**  
Stellar population synthesis from STARBURST99 combined with nebular line emission modeling, a dynamic evolution model of H II regions and simplified synchrotron emissivity model. Constructed for solar-metallicity starbursts with duration ~100 Myr and checked for consistency using local starbursts.

**Siebenmorgen & Krügel (2007)**  
7000 templates; spherically symmetric radiative transfer model accounting for a variety of star formation rates, gas fractions, sizes or dust masses. No accounting for dust clumpiness or asymmetry, although they argue it is insignificant.

**Empirical Templates**

69 FIR phenomenological models (Dale et al. 2001) supplemented by FIR and submm data presented in Dale & Helou (2002). SEDs are generated assuming power-law distribution of dust mass over a range of ISM radiation fields and constrained with IRAS and ISOPHOT data for 69 normal nearby galaxies. Mid-IR spectral features taken from ISO observations.

**Chary & Elbaz (2001)**  
105 templates; used basic Silva et al. (1998) models to reproduce SEDs for four local galaxies (Arp 220, NGC 6090, M 82, M 51, representing ULIRGs, LIRGs, starbursts and normal galaxies) and ISOCAM CVF 3–18μm observations to determine mid-IR spectra and continuum strength. Interpolated between four SEDs and used Dale et al. (2001) templates to create a larger range of FIR spectral shapes.

**Draine & Li (2007)**  
69 templates, 25 consistent with the most IR-luminous; model focused on mid-IR emission by balancing size distribution of PAHs with small grains, starlight intensities, and the relative fraction of dust which is heated by starlight. Checked for consistency against Spitzer data.

**Energy Balance Techniques**

**Magphys:** da Cunha et al. (2008)  
Constrains UV–FIR SED empirically using an energy balance argument. Accounts for wide variety of star formation histories and adjustable input stellar synthesis template library (which by default uses those from Bruzual & Charlot 2003); attenuation determined from mix of hot and cool dust grains and PAHs.

**CIGALE:** Burgarella et al. (2005); Noll et al. (2009)  
Combines stellar population models from Maraston (2005) with Calzetti et al. dust attenuation curves and far-infrared SEDs from Dale & Helou (2002) to fit UV–FIR SEDs for a variety of galaxies.

**Direct FIR-only Methods**

**Greybody**  
\[ S(\nu, T) = \frac{(1 - e^{-\nu/\beta})^\nu}{\nu^{\beta-1}} \nu^\beta, \]  
where the opacity is given by \( \tau(\nu) = (\nu/\nu_0)^\beta \). \( \beta = 1.5 \) is a common assumption, although some work find its value varies from \( \beta \approx 1 \sim 2 \). The theoretical value for \( \nu_0 = 3 \) THz (≈100μm) although could range ±2 THz. The optically thin assumption reduces the \( (1 - e^{-\nu}) \) term to \( \nu^\beta \).

**Piecewise Greybody+Powerlaw (e.g. Younger et al. 2007)**  
\[ S(\nu, T) = \begin{cases}  
\frac{(1 - e^{-\nu/\beta})^\nu}{\nu^{\beta-1}} & : \nu \leq \nu_c \text{ where } \frac{d\nu}{dT} \bigg|_{\nu_c} = -\alpha \\
\nu^{\beta} & : \nu > \nu_c 
\end{cases} \]  
Procedurally, this fitting method is identical to the greybody fit, where the Wien side is removed and replaced by mid-infrared power-law consistent with any mid-IR data available; in the absence of mid-IR data, a power-law slope of \( \alpha = 2 \) is consistent with starbursts and slightly more shallow, ~1.5, for starbursts with AGN (Blain et al. 2003; Casey 2012; Koss et al. 2013).

**Power-law of dust temperatures (e.g. Dale et al. 2001)**  
\[ S(\nu, T_c) = \int_0^{T_c} (1 - e^{-\nu/T_c})B_\nu(T)T^{-\gamma}dT, \]  
where \( B_\nu(T) \) is the Planck function and \( \gamma \) is a parameter determining the slope of the mid-IR power-law (note \( \gamma \neq \alpha \)). See Kovács et al. (2010) for fitting procedure.

**Analytic Approx. Greybody+Powerlaw (Casey 2012)**  
\[ S(\nu, T) = N_{\nu_0}(1 - e^{-\nu/\nu_0})^\nu + N_{\nu_c}^{\nu_c}e^{-\nu/\nu_c} \nu^\beta \]  
an analytic approximation to the power-law of dust temperatures fit which is computationally straightforward to fit to data. \( N_{\nu_0} \) is a fixed function of \( N_{\nu_0} \), the normalization factors, and \( \nu_c \) is where \( dS/d\nu = -\alpha \), as is the case for the piecewise greybody+powerlaw fits.
More recently, Bayesian fitting codes have come about which are explicitly designed to fit observed data to template SEDs from the ultraviolet through the far-infrared. The Code Investigating GALaxy Emission (CiGALE) was developed from an algorithm described in Burgarella et al. (2005) and formally presented in Noll et al. (2009). CiGALE is based on model spectra generated in the optical/near-infrared by Maraston (2005) which account for thermally pulsating asymptotic giant branch (TP-AGB) stars, synthetic dust attenuation curves based on the modified laws presented in Calzetti et al. (1994) and Calzetti (2001) and far-infrared SED templates from Dale & Helou (2002). In contrast, the Multi-wavelength Analysis of Galaxy Physical Properties, or MaPHYS, code, is a modeling package described in da Cunha et al. (2008) which empirically constrains the output of an SED from the ultraviolet through far-infrared using an energy balance argument. The infrared portion of SEDs are generated by modeling emission from hot grains (mid-infrared continuum; temperatures ~130–250 K), PAHs (mid-infrared spectral lines), and grains in thermal equilibrium (far-infrared continuum; temperatures ~30–60 K). The stellar component of SEDs is generated from stellar population synthesis, and the spectrum is attenuated using the angle-averaged model of Charlot & Fall (2000), and then the starlight which is attenuated in the optical is accounted for in the re-radiated infrared emission. The da Cunha et al. (2008) model technique is particularly versatile for constraining SEDs for galaxies of a wide range of star formation histories since any number of input stellar emission templates can be adjusted accordingly.

4.2.2. Direct greybody SED modeling

In contrast to detailed models, many works instead approximate the far-infrared portion of the spectrum as a greybody or modified blackbody. Before the launch of Herschel, when DSFGs commonly only had one photometric point in the far-infrared—the photometric point corresponding to its detection band, e.g. 24µm or 850µm—even more simplistic interpretations of the greybody were made simply because more sophisticated models would have been unconstrained. For example, in 850µm-selected SMG samples, the 850µm flux density was commonly converted directly to a far-infrared luminosity then star formation rate by assuming a greybody of fixed temperature, e.g. 35 K (Pope et al. 2006), or an SED template of a local ULIRG like Arp 220 (Barger et al. 2012). The disadvantage of this method is that it does not account for variation in dust temperature which can impact the measured 850µm flux density significantly for fixed infrared luminosity or star formation rate (see Figure 8 in § 2.4.1).

An alternate approach when only one far-infrared measurement is at hand is to use the FIR/radio scaling relation for starbursts (Helou et al. 1985; Condon 1992) also see this review § 5.12. This empirical relation relates the rest-frame radio continuum luminosity of synchrotron radiation scattering off supernovae remnants to galaxies’ rest-frame far-infrared dust greybody emission and is shown to hold out to high redshifts in starbursts with either shallow or no evolution (Ivison et al. 2010a,b). With one far-infrared measurement and one radio continuum measurement, the integrated IR luminosity, thus star formation rate, is determined from the radio while the dust temperature of the greybody is determined by the SED which best fits the given far-infrared data constraint. This was the procedure largely adopted for 850µm-selected SMGs (e.g. Smail et al. 2002; Blain et al. 2002; Chapman et al. 2004a, 2005) and lead to the first measurements of SMGs’ dust temperatures. The dust temperatures implied from the FIR/radio correlation were, as expected (Eales et al. 2000; Blain et al. 2004; Chapman et al. 2004a), statistically colder on average than local ULIRGs by ~9 K, a difference which has been attributed to the dust temperature selection effect of 850µm samples (Casey et al. 2009a; Chapman et al. 2010; Magdis et al. 2010).

DSFGs which do have more photometric constraints in the far-infrared, e.g. from Herschel PACS and SPIRE bands (possibly in addition to other submillimeter data), a more sophisticated direct SED fitting can be done which does not rely on the radio luminosity or an assumed dust temperature. The most simplistic direct far-infrared SED fit is the blackbody fit, or Planck function, $B_\nu(T)$ which is a function of temperature, $T$. However, if the galaxy’s dust is not perfectly non-reflective (source emissivity) or if there is variation in opacity (i.e. non-uniform screen of dust), the galaxy’s flux density should be modeled as a greybody of the form

$$S(\nu, T) \propto (1 - e^{-\tau(\nu)})B_\nu(T),$$

where $S(\nu, T)$ is the flux density at $\nu$ for a given temperature $T$ in units of erg s$^{-1}$ cm$^{-2}$ Hz$^{-1}$ or Jy. The optical depth is $\tau(\nu)$ is defined by $\tau(\nu) = \kappa_\nu \Sigma_{\text{dust}}$ and is commonly represented as $\tau(\nu) = \langle \nu/\nu_0 \rangle^\beta$, where $\beta$ is the spectral emissivity index and $\nu_0$ is the frequency where optical depth equals unity (Draine 2006), theoretically = 3 THz (= 100µm) although...
the value is unconstrained by current data (Conley et al. 2011). The dust mass absorption coefficient has a similar frequency dependence, $k_{\nu} = k_0(\nu/\nu_0)^{\beta}$. The spectral emissivity index, $\beta$, is often assumed to be 1.5 (and is found to usually range between 1–2 in starburst galaxies Hildebrand 1983; Dunne & Eales 2001; Chapin et al. 2011). Note that several works on nearby molecular clouds and dusty regions in nearby galaxies debate whether or not $\beta$ also has temperature dependence, with laboratory experiments suggesting an anti-correlation (Lisenfeld et al. 2000; Dupac et al. 2003; Paradis et al. 2009; Shetty et al. 2009a,b; Veneziani et al. 2010; Bracco et al. 2011; Tabatabaei et al. 2013). Note that some works assume that DSFGs galaxies can be approximated as optically thin greybodies, such that the $(1 - e^{-\tau(\nu)})$ term reduces to $\nu^\beta$. This assumption is perfect valid at long wavelengths $\gtrsim 450 \mu m$.

While the modeling of a single-temperature component greybody goes a long way in accurately describing a galaxy’s far-infrared emission, especially on the Rayleigh-Jeans tail of the distribution (where 850µm–1.2 mm observations will sit), the short wavelength regime rarely provides a suitable solution. Most galaxies will exhibit a noticeable flux density excess at mid-infrared wavelengths, between 8–50µm rest-frame. This mid-infrared excess is generated from smaller clumps of hotter dust within the galaxy. Areas with more compact dust, particularly around a galaxy’s nucleus, are more easily heated (either by star forming regions or AGN); higher energy radiation will more easily escape from an optically thin medium (see the thorough discussion of radial density distributions, dust clouds’ opacity and dust mass coefficients in Scoville & Kwan 1976).

There have been a few methods used in the literature to address the mid-infrared excess when fitting greybodies. The first is to fit the long-wavelength data ($\gtrsim 50 \mu m$) to a single temperature greybody and then cut-off the SED at short wavelengths and attach a power-law SED such that $S(\nu) \propto \nu^{-\alpha}$ where $dS/d\nu \propto -\alpha$ (Blain et al. 2003; Younger et al. 2007, 2009b; Roseboom et al. 2013). In other words,

$$S(\nu, T) = \begin{cases} \frac{(1 - e^{-\tau(\nu)})\nu^3}{\nu^{\gamma} - 1} : \nu \leq \nu_c \\ \nu^\beta : \nu > \nu_c \end{cases} \text{ where } \frac{dS}{d\nu} \bigg|_{\nu_c} = -\alpha \quad (7)$$

This is a very straightforward method which accounts for the mid-infrared excess, but has the disadvantage of not being easy to directly optimize simultaneously to a set of data which spans the divide at $\nu_c$. Without first fitting the long-wavelength blackbody without the powerlaw. The second method is to assume instead that the aggregate SED is the composite of many SEDs of different temperatures, and the distribution of temperatures within a galaxy follows a powerlaw, such that

$$S(\nu, T_c) = (\gamma - 1) T_c^{\gamma - 1} \int_{T_c}^\infty (1 - e^{-\tau(\nu)}) B_\nu(T) T^{-\gamma} dT \quad (8)$$

where the integrand is the greybody from Equation6 multiplied by $T^{-\gamma}$. $T_c$ is the critical or ‘minimum’ temperature which corresponds to the temperature of the most massive dust reservoir, and $\gamma$ is a parameter of the fit which represents the slope of the powerlaw distribution in dust temperatures (see Kovács et al. 2010 for a detailed description of this method). This formulation is the most physically motivated method of fitting the mid-infrared portion of the SED through direct methods, but can be challenging to constrain as the integral must be computed numerically or can be alternatively written in closed form as an incomplete Riemann zeta function, $Z(\gamma - 1, \nu h/\kappa T_c)$ and $\Gamma(\gamma - 1)$ (see Kovács et al. for more). A third method for dealing with this mid-infrared spectral component seeks an analytical approximation to the power-law temperature distribution with

$$S(\nu, T) = N_{hh} \frac{(1 - exp[-\tau(\nu)])\nu^3}{exp[\nu h/\kappa T] - 1} + N_{pl} \nu^{-\alpha} exp[-(\nu_c/\nu)^2] \quad (9)$$

where the first component represents the long-wavelength greybody and the second component represents the mid-infrared powerlaw (Casey 2012). Here $\nu_0$ is the frequency where opacity is unity, $\alpha$ is the mid-infrared powerlaw slope, $\nu_c$ is the frequency at which $dS/d\nu = -\alpha$ and $N_{hh}$ and $N_{pl}$ are the relative normalizations of the two components; $N_{hh}$ is a free parameter and $N_{pl}$ is a fixed function of $T$ and $\beta$.

While much of the earlier work (2009 and prior) in direct SED fitting, particularly for 850µm-selected SMGs, was based on the single temperature greybody fit, more recent datasets, with coverage on both sides of the SED peak
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5When expressed in wavelength units, $N_{pl} = N_{0} \frac{(1-exp[-(\lambda_0/\lambda)^2])\lambda^3}{exp[\lambda_0 h/\kappa T] - 1}$; see Casey 2012 for details.
have lead to the latter fits, incorporating both cold-dust greybody and mid-infrared powerlaw. All three methods will produce very similar fits with indistinguishable luminosities and peak SED wavelengths and the choice of method largely depends on the user’s preferred method of fitting (e.g. least squares fit, generate templates and perform a χ² test, etc.).

4.3 Measuring L_{IR}, T_{dust} and M_{dust} from an SED

With an SED in hand, the measurement of infrared luminosity, L_{IR}, is simply the integral under the curve in the infrared. The upper and lower limits of this integral are not completely standard in the literature, although most often are taken from 8–1000µm (e.g. Kennicutt, 1998a). While 8–1000µm is inclusive of all dusty emission, the drawback is that such a wide range captures multiple types of dust emission processes, from cold diffuse dust which dominates the long-wavelength portion of the SED to hot-dust and PAH emission in the mid-infrared (described more in § 5.7). Non-star forming processes can contribute non-negligibly to the 8–1000µm infrared luminosity, particularly AGN at rest-frame wavelengths ≳ 40µm (Sanders et al., 1988). As a result, some works have pushed a narrower range of integration limits to restrict the computation of L_{IR} to star-formation-driven emission only. This range is sometimes taken as 40–120µm (from the IRAS-era, e.g. Helou et al., 1988) or a slightly broader range, 40–1000µm. Despite the fact that these more restricted ranges carefully note that AGN could contaminate L_{IR, 8-1000}µm by up to 25%, the literature largely still uses the 8–1000µm integration limits for historical reasons.

The conversion from L_{IR} to star formation rate is not straightforward and relies on an understanding of the dust composition and initial mass function (IMF; see the review of Bastian et al., 2010). Most work on DSFGs assume the conversion given in (Kennicutt, 1998a) of

$$SFR(M_\odot yr^{-1}) = 4.5 \times 10^{-44}L_{IR}(erg s^{-1}) = 1.71 \times 10^{-10}L_{IR}(L_\odot)$$

which takes the radiative transfer models of Leitherer & Heckman (1995) for continuous starbursts ranging in age from 10–100 Myr and a Salpeter IMF (Salpeter, 1955). Here L_{IR} corresponds to the full infrared 8–1000µm. (Kennicutt, 1998a) find that most other published work on calibrating this relation lies within ±30%, notwithstanding differences based on IMF assumptions. Some more recent work (e.g. Swinbank et al., 2008) have assumed a Chabrier IMF (Chabrier, 2003) which alters the L_{IR} to SFR calibration by a factor of ~1.8 or 0.23 dex, in other words, assuming a Chabrier IMF will produce star formation rates a factor of 1.8 lower than a Salpeter IMF. It is important to note that the conversion from L_{IR} to SFR is only reliably calibrated locally for moderate-luminosity star forming galaxies. While high-redshift work in the literature have freely applied this scaling for lack of a better solution, it is not yet clear whether or not the conditions of this relation should change under different environments like more extreme luminosity systems at high redshift.

Besides L_{IR} and SFR, a few other properties can be constrained from an SED fit including dust temperature, dust mass and emissivity index. As discussed in § 4.2.2, dust temperature scales with the inverse of the far-infrared SED peak, in other words, the wavelength at which the SED peaks in S_{ν}, dubbed λ_{peak}. However, critical to the interpretation of dust temperature, is the understanding that only λ_{peak} is constrainable by current data and the conversion from λ_{peak}, what is measured, to dust temperature requires a model assumption. Different assumptions in model dust opacity and emissivity can have dramatically different outcome dust temperatures, as shown in Figure 19. The differences generated by opacity assumptions dominate over emissivity assumptions, although both can impact temperature measurements. Any work which hopes to compare temperatures between galaxies in the literature should have a firm understanding of the input model assumptions before interpreting differences, or rather, the comparison can be carried out in the observed quantity, λ_{peak}.

Both dust mass and emissivity spectral index are measured from the Rayleigh-Jeans regime of the infrared SED fit. In the optically thin regime (where S_{ν} ≈ τB_{ν}(T)) dust mass is related to dust temperature and flux density via

$$S_{ν} = κ_{ν}B_{ν}(T)M_{dust}D_{L}^{-2}$$

where κ_{ν} is the dust mass absorption coefficient at frequency ν, B_{ν}(T) is the Planck function at temperature T, M_{dust} is the total dust mass of the emitting body and D_{L} is the luminosity distance. The greybody is effectively represented by the product κ_{ν}Σ_{dust}B_{ν}(T), the product of a perfect blackbody, the dust mass coefficient and dust density. In this optical thin approximation, the galaxy’s luminosity thus scales as L_{IR} ∝ S_{ν}/B_{ν}(T) ∝ ν^{-2}. Note that at wavelengths shorter
require additional understanding of sample selection and completeness so, as of yet, only extend to $z \approx 4.4$. Luminosity Functions

different greybodies using the same opacity models but with varying assumptions of opacity, and under what wavelength regime it is equal to unity, are also shown, in green for the $\tau = 1$ at 200\,µm assumption and in blue for the $\tau = 1$ at 100\,µm assumption, with the darker shades denoting an assumed emissivity spectral index of $\beta = 1.5$ and lighter shades denoting $\beta = 2.0$.

Figure 19: The relationship between SED peak wavelength, $\lambda_{\text{peak}}$, and measured dust temperature, $T_{\text{dust}}$, for six different type of direct SED model assumptions. An unmodified blackbody SED, represented by the Planck function $B_{\nu}(T)$ is shown in black and represents Wien’s displacement law, i.e. $\lambda_{\text{peak}}T = b$, where $b \approx 2.898 \times 10^{-13}$ m K. The gray line is the relation for an optically thin greybody as in Equation (6). Different assumptions regarding opacity, and under what wavelength regime it is equal to unity, are also shown, in green for the $\tau = 1$ at 200\,µm assumption and in blue for the $\tau = 1$ at 100\,µm assumption, with the darker shades denoting an assumed emissivity spectral index of $\beta = 1.5$ and lighter shades denoting $\beta = 2.0$.

than rest-frame 360\,µm, where the optically thin approximation breaks down, dust temperature has a profound effect on the dust mass measurement, since $B_{\nu}(T)$ is highly dependent on $T$ \cite{Draine-Li-2007}, for example, a 4 K difference between 18 K and 22 K results in a 150% increase in measured $M_{\text{dust}}$. This dependence on dust temperature originates from the thermal emission per unit dust mass at a given $\lambda$ being proportional to $\propto (e^{h_{\nu}c/T} - 1)^{-1}$. Unfortunately the dust absorption coefficients are poorly constrained, particularly at short wavelengths, so the vast majority of dust mass measurements are taken at long wavelengths ~1 mm. \cite{Weingartner-Draine-2001} and \cite{Dunne-et-al-2003} measure the dust absorption coefficient at rest-frame 850\,µm to be $k_{850} = 0.15\, m^2/kg$. A few corollaries from the dust mass calculation are the following proportionalities between dust mass, measured flux density, dust temperature, and infrared luminosity:

$$M_{\text{dust}} \propto S_{\nu}T_{\text{dust}}^{-1} \quad \text{and} \quad M_{\text{dust}} \propto L_{\text{IR}}T_{\text{dust}}^{-5}.$$  \hspace{1cm} (12)

This highlights the fact that submillimeter flux density does not simply map to dust mass and that knowledge of the dust temperature, or $\lambda_{\text{peak}}$, should be somewhat constrained. Note also that due to the lack of straightforward mapping of $S_{\nu}$ to $L_{\text{IR}}$, dust mass’s relation to luminosity depends steeply on dust temperature. Dust mass can sometimes be used to derive gas mass via an assumed constant gas-to-dust ratio (e.g. \cite{Scoville-2012} \cite{Eales-et-al-2012} \cite{Scoville-et-al-2013}). Note however that this gas-to-dust ratio is only constrained in Milky Way molecular clouds and some local (U)LIRGs where molecular gas masses measured from millimeter lines can be directly compared to reliable dust masses measured from thermal continuum. A few high-$z$ SMGs which have CO(1-0) observations \cite{Ivison-et-al-2011} have also been used to calibrate galaxies’ gas-to-dust ratio ~100, which has been subsequently used to estimate some high-$z$ DSFGs’ gas masses (e.g. \cite{Swinbank-et-al-2013}).

It should be noted that there is a degeneracy between dust temperature and the emissivity spectral index $\beta$ similar, yet not as pronounced as the degeneracy between dust temperature and assumed opacity model. Figure 19 illustrates this with different greybodies using the same opacity models but with varying assumptions of $\beta$.

4.4. Luminosity Functions

Coupling results from SED fitting and redshift acquisitions—giving you flux and distance—luminosity functions can be constructed. Unlike redshift distributions which extend out to $z \sim 6$ for DSFGs, infrared luminosity functions require additional understanding of sample selection and completeness so, as of yet, only extend to $z \approx 2 \sim 3$.  
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Luminosity functions studied beyond that redshift regime are very limited by sample selection effects, potential biasing and incompleteness. This subsection summarizes integrated luminosity function measurements made in the infrared for galaxies beyond the local samples detected by IRAS. We note that many works have also addressed the luminosity function in specific bands, e.g. 12\(\mu m\), 24\(\mu m\), 35\(\mu m\), etc., however these are not discussed here since they are less physical in nature than a discussion of the total integrated infrared luminosity, \(L_{IR}(8-1000\mu m)\) which should scale directly with infrared-based star formation rate.

The first measurements of the integrated infrared luminosity function out to \(z \sim 1\) were carried out using Spitzer 24\(\mu m\) data (Le Floc’h et al., 2005), extrapolating 24\(\mu m\) flux densities to integrated infrared using local scalings and existing knowledge of mid-infrared spectral features and their impact on 24\(\mu m\) flux with redshift. Further Spitzer work was presented in Caputi et al. (2007) and Magnelli et al. (2011), with similar conclusions as (Le Floc’h et al.) with the first extensions out to \(z \sim 2\). Within uncertainty, results from the AKARI satellite out to \(z \sim 1.6\) agree with Spitzer results (Goto et al., 2010).

Herschel-based luminosity functions have a clear advantage over previous Spitzer work since Herschel probes the peak of infrared emission directly rather than indirectly; work from Magnelli et al. (2009), Casey et al. (2012a,b), Magnelli et al. (2013b), and Gruppioni et al. (2013) have all published integrated luminosity functions all the way out to \(z \sim 3.6\) using SED fits to PACS and SPIRE data. These Spitzer and Herschel luminosity functions are plotted together—segregated by redshift regime—in Figure 20.

Most literature presentations of the integrated luminosity function also present an analytic approximation, sometimes given as a Schechter function and sometimes as a double power law. The double power law is represented as a function of four parameters \((L_\ast, \Phi_\ast, \alpha, \sigma)\) such that:

\[
\Phi(L) = \Phi_\ast \left(\frac{L}{L_\ast}\right)^{1-\alpha} \exp\left(\frac{-1}{2\sigma^2} \log^2\left(1 + \frac{L}{L_\ast}\right)\right) \tag{13}
\]

or, alternatively:

\[
\Phi(L) = \begin{cases} 
\Phi_\ast \left(\frac{L}{L_\ast}\right)^{a_1} & : L < L_\ast \\
\Phi_\ast \left(\frac{L}{L_\ast}\right)^{a_2} & : L < L_\ast 
\end{cases} \tag{14}
\]

While all four parameters in Equations 13 and 14 are perhaps constraining locally, no more than two can be constrained beyond \(z \approx 0\), so most works attempt to measure \(\Phi_\ast\) and \(L_\ast\) by fixing \(\alpha\) and \(\sigma\) (or in Equation 14 by fixing \(a_1\) and \(a_2\)). Unfortunately, the uncertainties in the luminosity function itself mean that even ‘fixed’ parameters--\(\alpha\) and \(\sigma\) or \(a_1\) and \(a_2\)--are themselves unconstrained, and fixing them arbitrarily results in different absolute calibrations of \(L_\ast\) and \(\Phi_\ast\), as shown in Figure 21. Any physical interpretation of a measured \(L_\ast\) or \(\Phi_\ast\) value should therefore be cautious. While the literature seems to uniformly observe an increase in \(L_\ast\) with redshift no matter which \(\alpha\) and \(\sigma\) are assumed, despite absolute calibration off by \(\sim 1\) dex, a concrete trend is not observed in the measured \(\Phi_\ast\) values. It is critical to also recognize the interdependence of the two measurements; no abrupt ‘break’ or ‘knee’ is seen in the data; so a fit with high-\(L_\ast\) and low-\(\Phi_\ast\) might be as equally adequate as a fit with low-\(L_\ast\) and high-\(\Phi_\ast\). In the future, as more significant samples become available, Monte Carlo Markov Chains should be used to hone in on the key parameter values.

4.5. Contribution to Cosmic Star Formation Rate Density

The star formation rate density (SFRD) represents the total star formation occurring per unit time and volume at a given epoch; determining the contribution of infrared galaxies to the Universe’s SFRD has been an important focus of DSFG surveys, particularly in understanding the role of dust obscuration at high redshifts. The SFRD is better constrained than infrared luminosity functions as the former is the integral of the latter. Like the calculation of the luminosity function, the \(1/V_{\text{max}}\) method is most commonly used to form an understanding of a galaxy’s accessible volume; in other words, given the limits of the survey (e.g. \(S_{850} > 2\) mJy covering, e.g., 0.5 deg\(^2\)), the maximum volume is found by shifting the given galaxy to higher redshift until that galaxy would no longer be detectable at its measured luminosity. The volume is then calculated based on that maximum redshift, and star formation rate is determined from infrared luminosity assuming a scaling like that of Equation 10. The infrared luminosity density (IRLD) may be calculated as an alternate to the SFRD, removing the uncertainty of the \(L_{IR} - SFR\) calibration. As long as there is a clear understanding of a survey’s depth and sky area coverage, the IRLD or SFRD is easily calculated.
Figure 20: Measured integrated infrared luminosity functions from the literature, including work on the local RBGS sample \cite{Sanders2003}, Spitzer 24\,µm-selected samples \cite{LeFloc'h2005,Magnelli2009,Magnelli2011}, and from Herschel via the PEP and HerMES surveys \cite{Casey2012,Magnelli2013,Gruppioni2013}. Here we only include data points themselves and not analytic approximations to the luminosity function, which is often given as a double power law. The four redshift bins are plotted with the same dynamic range, with the previous (lower) redshift bin illustrated in gray underneath to demonstrate evolution.
as the total IR luminosity or star formation rate of the sample divided by its volume. Splitting the measurement into redshift bins then gives more detailed information on sample evolution. Plots of SFRD against redshift or look-back time are often referred to as a Lilly-Madau diagram, first discussed in Lilly et al. (1995) and Madau et al. (1996).

Figure 22 illustrates infrared-based estimates to the SFRD contribution from a variety of surveys and Figure 23 shows their contributions broken down by luminosity class. Both of these SFRD figures provide essential illustrations to the interpretation of cosmic star formation. While the first (Figure 22) includes samples known to suffer from incompleteness and biases, it is a useful tool for visualizing the net contribution from any one sample. For example, even though the 850µm-selected SMG sample from Chapman et al. (2005) is known to be biased against warm-dust and radio-quiet galaxies, one can still determine that their SFRD contribution is $\sim 10\%$ of the total at $z \sim 2$. Knowing it is incomplete, one then knows that the real contribution is $\gtrsim 10\%$. On the other hand, if the goal is to measure the total contribution of a population to cosmic star formation, then Figure 23 is more useful, as samples have been corrected for incompleteness and grouped in equal luminosity bins so as to compare like-with-like.

As shown previously in, e.g., Le Floc’h et al. (2005), the contribution from ultraluminous infrared galaxies evolves strongly. ULIRGs have an insignificant role in cosmic star formation in the present-day Universe, but contributes $\sim 10\%$ at $z \sim 1$ and $\sim 50\%$ at $z \sim 2$ (see Figure 23). The contribution from slightly less luminous galaxies–LIRGs–appears to peak at $z \sim 1$, as verified by multiple literature sources, amounting to $\sim 50\%$ of all star formation at that epoch. A key goal of the next several decades will be to improve the estimates of infrared samples’ SFRD contributions out to higher redshifts with as much precision as the current optical and rest-frame ultraviolet estimates from pencil-beam surveys (e.g., Hopkins & Beacom, 2006) currently provide. Despite some limitations in infrared samples, the last decade’s work on DSFGs has made it clear that dust-obscured star formation is non-negligible in the high-redshift Universe and should be studied carefully if one wishes to understand star formation processes at early times.
Figure 22: The contribution of various galaxy populations to the cosmic star formation rate density (left y-axis) or infrared luminosity density (right y-axis). The Kennicutt (1998a) scaling for $L_{\text{IR}}$ to SFR in Equation 10 is assumed. This SFRD plot shows the contributions from total surveyed infrared populations, whereas Figure 23 shows the break-down of contributions by luminosity bins between $0 < z < 2.5$. All infrared-based estimates are compared to the optical/rest-frame UV estimates compiled in Hopkins & Beacom (2006) which have been corrected for dust extinction, and therefore represent an approximation to the total star formation rate density in the Universe at a given epoch. The total infrared estimates from the literature (integrated over $10^8 - 10^{13.5} L_{\odot}$) come from Spitzer samples (Le Floc’h et al., 2005; Pérez-González et al., 2005; Caputi et al., 2007; Rodighiero et al., 2010; Magnelli et al., 2011) and Herschel samples (Gruppioni et al., 2013). In contrast, several samples from the submm and mm are also included; although they are known to be incomplete, they provide a benchmark lower limits for the true contributions from their respective populations. These estimates include 850/870\,\mu m-selected SMGs (Chapman et al., 2005; Wardlow et al., 2011; Barger et al., 2012, 2013; Casey et al., 2013), 1.2 mm-selected MMGs (Roseboom et al., 2012), 250–500\,\mu m-selected Herschel DSFGs (Casey et al., 2012a,b) and 450\,\mu m SCUBA-2-selected DSFGs (Casey et al., 2013). See legend for color and symbol details.
Figure 23: Estimates of DSFGs’ contributions to cosmic star formation and infrared luminosity densities given by decade in luminosity. The overall color scheme adopted is that the total integrated infrared contribution is shown in green, the sub-LIRG population (i.e. \( L < 10^{11} L_\odot \)) in blue, the LIRG population (\( 10^{11} < L < 10^{12} L_\odot \)) in yellow-orange, and the ULIRG population (\( 10^{12} < L < 10^{13} L_\odot \)) in red. The literature sources of each estimate are given by different symbols or line-types as indicated (Le Floc’h et al., 2005; Pérez-Gonzalez et al., 2005; Hopkins & Beacom, 2006; Caputi et al., 2007; Magnelli et al., 2011, 2013b; Murphy et al., 2011; Casey, 2012). Note that not all literature derivations of different luminosity bins are computationally equivalent since some luminosities are derived directly from the far-infrared bands while others are extrapolations from mid-infrared bands. Most estimates agree within uncertainty in all luminosity bins, except the ULIRG estimates at \( z \sim 1 \), where Caputi et al. (2007) and Casey et al. (2012) estimates are \( \sim 0.5 \) dex higher than those from Magnelli et al. (2011) and Murphy et al. (2011). Overall, all datasets find the nearly insignificant role of ultra-luminous galaxies at \( z \sim 0 \) while a dominating role of ultra-bright galaxies at high redshifts \( z \gtrsim 1.5 \). As more direct-FIR measurements become commonplace, the SFRD contributions from different luminosity types will be better constrained.

5. Physical Characterization

While the previous sections focus on the surveys which find dusty star forming galaxies, their observational strengths and limitations, this section addresses DSFGs’ physical characterization. Basic information like redshifts and luminosities are needed before carrying out a more detailed characterization, but it is the characterization which tells us the physical setup driving DSFGs’ intense infrared luminosities, shedding light on the entire process of galaxy formation in a cosmological framework. Furthermore, physical characterization provides essential clues to the interplay between active Active Galactic Nuclei (AGN) and starburst regions, the kinematic history of gas and stars in galaxies’ disks, the total stellar, dynamical, dust and gas masses, the physical extent of galaxies, and whether or not those galaxies have recently undergone interactions with other galaxies.

This detailed information on individual galaxies is what we would hope to obtain for all DSFGs, but unfortunately, the observations it requires are expensive. Nearly all observations described in this section have constituted major time investments on behalf of cutting-edge telescopes world-wide, and sometimes, only provide insight for a small handful of galaxies (3–20 SMGs for example). Although our capabilities are improving with the next generation of facilities (e.g. ALMA, CCAT, SPICA, GMT, TMT, and E-ELT), physical characterization will always be available for only a subset of galaxies detected in our large surveys. As such, the selection function determining which galaxies are characterized with follow-up observations is always critical to keep in mind when interpreting these data. For example, most of the initial follow-up of 850\( \mu \)m-selected SMGs was carried out on the most luminous subset of SMGs at \( L_{\text{IR}} > 10^{12.3} L_\odot \); those systems were determined to be extreme, scaled-up analogues of local ULIRGs with star formation rates SFR\( > 1000 M_\odot \)\( \text{yr}^{-1} \). Although true, that characterization is not appropriate for the whole population. Since many of the observations below are only representative of DSFG subset populations, it is essential that the reader keep this type of bias in mind when interpreting results.

From an observer’s perspective, this section addresses most types of detailed physical characterization from the radio through the X-ray except molecular gas characterization. The latter has been such a substantial piece of the puzzle in interpreting DSFG evolution that it deserved its own section (§ 8) which follows this section. Included below are discussions of DSFGs’ star formation history and dynamical time, dust characterization, stellar masses, stellar IMF, AGN content, kinematics, and physical size.
Figure 24: The relationship between luminosity and dust temperature plotted in $L_{IR} - \lambda_{peak}$ space. $\lambda_{peak}$ is inversely proportional to dust temperature, the exact conversion being dependent on the assumed opacity model. At right, the relation is plotted for the local and unbiased Revised Bright Galaxy Sample (Sanders et al., 2003; Chapman et al., 2003c). Higher-luminosity sources appear to be warmer, following a power-law type relation with $\lambda_{peak} \propto L_{IR}^{-0.6}$. At left, we illustrate the same relation measured for limited samples of high-$z$ sources detected with Herschel-SPIRE (Casey et al., 2012a; Symeonidis et al., 2013; Lee et al., 2013) who find a similar slope but offset relation. The offset implies that galaxies of equal luminosity at higher redshift have colder dust. Colder dust could be caused by different dust composition or geometries.

5.1. Star Formation History & Dynamical Time

The dynamical time of DSFGs is constrained observationally from a small sample of galaxies at high-$z$ and, more frequently, from inference of local ULIRG IRAS samples. The timescale for evolution in starbursting galaxies can be represented as the timescale of the burst, observationally probed as the depletion timescale ($\tau_{depl}$) for molecular gas, or molecular gas mass over current star formation rate. Even with a large potential of star forming fuel, the high star formation rates seen in DSFGs often implies short depletion timescales.

Solomon & Sage (1988) provides a succinct summary of the depletion time, or rather $L_{FIR}/L_{CO}$, for local ULIRGs divided by morphological merger classes, given prior suggestions that mergers and interactions are responsible for elevated $L_{FIR}/L_{CO}$ or lower $\tau_{depl}$ over normal star-forming galaxies. While they find non-interacting LIRGs have gas depletion timescales of $\approx 150^{+20}_{-30}$ Myr, merging or merged galaxies have $\tau_{depl} = 60^{+30}_{-20}$ Myr and galaxies with tidal tails and bridges (e.g. evidence of the initial stages of a merger) have $\tau_{depl} = 16^{+6}_{-4}$ Myr. The difference between merging or interacting galaxies and non-merging systems is striking.

At higher redshifts, the best measurements of DSFG timescales come from 850µm-selected SMGs with CO measurements (Neri et al., 2003; Greve et al., 2005; Tacconi et al., 2006, 2008; Coppin et al., 2008; Bothwell et al., 2010; Casey et al., 2011a; Bothwell et al., 2013a). Bothwell et al. (2013a) provides a summary of all CO surveys directed at 850µm-selected sources, and more recently Carilli & Walter (2013) summarizes molecular gas surveys at high-$z$. As described later in §8 these surveys measure typical depletion timescales of $\sim 100$–200 Myr for SMGs versus much longer $\sim 1$ Gyr timescales for normal galaxies (e.g. Tacconi et al., 2010). Although these timescales are longer than seen in local ULIRGs, this is primarily due to elevated gas fractions in high-redshift galaxies. In other words, for a fixed SFR, the gas masses at high-$z$ are higher by factors of 2–3.

5.2. Dust Characterization

Figure 24 contrasts the measured dust temperatures of DSFGs in the local and high-$z$ Universe; the local samples are collated from the Revised Bright Galaxy Sample (Chapman et al., 2003c) most recently with re-analyzed SEDs in U et al., 2012 and high-$z$ samples are all Herschel-SPIRE selected (Casey, 2012; Symeonidis et al., 2013; Lee et al., 2013). Chapman et al. (2003c) fit the $L_{IR}$ dust temperature relation using the 100µm to 60µm color of the local sample.
in lieu of temperature. Here we convert that value to $\lambda_{\text{peak}}$ (a conversion which is by-and-large independent of SED fitting method). Unfortunately, most measurements of dust temperature in the high-$z$ Universe pre-{	extit{Herschel}} were limited to a handful of objects, mostly SMGs, which had more than one photometric constraint in the ~50–300 $\mu$m rest-frame wavelength range. Most SMGs (e.g. Chapman et al., 2005) lacked FIR SED measurements to constrain dust temperature directly. In addition, because SMGs have been selected primarily on the Rayleigh-Jeans tail, they carry a known bias against warmer dust temperature systems. Since {	extit{Herschel}}’s selection straddles the FIR emission peak out to $z \sim 2$, it’s an excellent tool for constraining high-$z$ temperatures, as has been done by Casey et al. (2012a) for spectroscopic samples, and Symeonidis et al. (2013) and Lee et al. (2013) for much larger photometric samples. Notably, DSFGs at higher redshifts have cooler SEDs than those locally, even when correction for selection bias is taken into account. This is thought to be due to more extended dust distributions (e.g. Swinbank et al., 2013) in high-$z$ DSFGs on scales $\gtrsim 2$ kpc, versus the more compact ISM seen in local ULIRGs $\approx 1$ kpc (see more on DSFGs’ sizes in §5.10).

Dust masses for DSFGs have not been straightforward to measure precisely given the lack of FIR photometry on most galaxies, however, as noted in §4.3, even if dust temperature is not well constrained, a flux density measurement on the Rayleigh-Jeans tail (i.e. optically-thin portion) of the black body provides a decent dust mass estimator. For example, the nominal 850$\mu$m-selected SMGs, with $S_{850} \approx 5 - 10$ mJy (Smail et al., 2002), $(z) \sim 2.2$ (Chapman et al., 2005), and dust temperatures $T_{\text{dust}} \approx 20 - 40$ K (Kovács et al., 2006) imply dust masses of $\approx 5 - 20 \times 10^8 M_{\odot}$. In contrast, the dust masses of more recently observed {	extit{Herschel}}-selected galaxies, with flux densities of $S_{250-500} \approx 20 - 60$ mJy, $(z) \sim 1$, and $T_{\text{dust}} \approx 30 - 50$ K (Casey et al., 2012a) are much lower at $M_{\text{dust}} \approx 1 - 20 \times 10^8 M_{\odot}$, perhaps related to the fact that most lower-redshift {	extit{Herschel}} sources are less extreme than their 850$\mu$m-selected counterparts (e.g. Elbaz et al., 2011; Rodighiero et al., 2011). At high-$z$, the 850$\mu$m-selected SMG sample described by Ivison et al. (2011) summarize CO(1-0) observations, enabling a direct comparison of SMGs’ dust-to-gas ratios to those of local galaxies through the measured quantity $(L'_{\text{CO}}/L_{850})$. By and large, the gas-to-dust ratio measured is consistent with local values, $\approx 100$, enabling a direct scaling between dust mass and gas mass, a far more direct and simple observational investment than conversions from CO molecular gas transitions (see more about gas mass measurements in §8).

Note that recent work on {	extit{Herschel}} samples of modest star formers at $0.2 < z < 2$ have found tight correlations between dust masses and stellar mass (e.g. Dunne et al., 2011; Buat et al., 2012; Magdis et al., 2012) or specific star-formation rate, $sSFR$ (Santini et al., 2013). These works assume that the gas-to-dust mass ratio varies with metallicity and can be used to constrain gas fractions on and off the star forming main sequence.

5.3. Stellar Masses

Determining stellar masses for high-$z$ dusty star forming galaxies has been a task that has proven to be highly uncertain and the subject of heavy debate. For example, for the {	extit{exact same}} 850$\mu$m-selected submillimeter galaxies, Hamline et al. (2011) and Michałowski et al. (2012) find values that show up to an order of magnitude difference from one another. The uncertainties that plague stellar mass measurements of high-$z$ dusty galaxies are both those common to all stellar mass measurements from galaxies, as well as some that are unique to dusty galaxies at high-redshift. These encompass both our theoretical understanding of stellar population modeling and the varying quality of observational constraints.

The first component in determining the stellar mass of DSFGs that introduces some uncertainty is the assumed star formation history (SFH). Typical assumptions involve an exponentially declining SFH, a constant SFH, a single burst of star formation, or a multiple-component SFH. As noted by Dunlop (2011), a multiple component SFH can lead to higher inferred stellar masses than a single component model. In a single burst, the entire stellar population leads to higher inferred stellar masses than a single component model. In a single burst, the entire stellar population must be young in order to match the observed UV emission. This typically results in estimated stellar masses that are somewhat low. For a continuous star formation history, the current SFR is set by the current UV flux, and the length of time over which the galaxy has been forming stars is set by the longer wavelength optical and NIR emission. The multi-component fits allow, in principle, both possibilities. The burst can drive the observed UV emission, while the continuous SFH may contribute to the optical emission with ages that can be somewhat older than when solely assuming a single SFH.

In principle, the SFHs of massive galaxies that form stars in a quiescent mode (that is, not undergoing a burst that would drive them significantly off of the SFR-$M_*$ relation) are reasonably well constrained. Thomas et al. (2005), McDermid et al. (2012) and Pacifici et al. (2013) find older stellar populations for galaxies of increasing mass. Dave et al. (2012) and others show that a lognormal SFH for galaxies that peaks at increasing amplitude and earlier times
for more massive galaxies provides a good fit to the typical SFH for galaxies in cosmological simulations. Thus, in principle, a reasonable SFH for a DSFG would be a lognormal SFH calibrated for the halo mass of the galaxy under question, with potentially a second late burst component added on. This, of course, is predicated on some knowledge of the halo mass (we discuss halo mass determinations of DSFGs in more detail in §7).

The second key issue involved is in the choice of stellar population synthesis (SPS) model parameters. SPS calculations are recently reviewed by Conroy (2013), and we refer the reader to that review for a more thorough discussion of uncertainties in population synthesis calculations. Briefly, we note that Hainline et al. (2011) explored both Bruzual & Charlot (2003) and Maraston (2005) stellar evolutionary models, and found that utilizing the Bruzual & Charlot (2003) models resulted in roughly ~ 50% higher masses than the Maraston (2005) models.

The third main uncertainty involves the choice of a stellar initial mass function. As we discuss both in the next subsection (§3.4), as well as in §10 both observational constraints and theoretical models that aim to pin down the IMF in high-z DSFGs result in a wide range of potential options. Most variations from a locally-calibrated IMF at high-z tend to go in the direction of more massive stars and less low-mass stars; this said, observational constraints of the IMF in present day ellipticals, the supposed descendants of high-z DSFGs suggest that the IMF may actually be bottom-heavy in these. Even minor differences such as the usage of a Chabrier (2003) IMF versus a Salpeter (1955) IMF can result in a factor ~ 1.8 difference in the calculated stellar mass (and, consequently, the star formation rate).

Borys et al. (2005) provided one of the first large samples of stellar mass measurements of high-z DSFGs, focusing on the submillimeter galaxy population. Borys et al. assumed both instantaneous burst SFHs, as well as constant SFHs as two potential limiting cases. With an assumed Miller-Scalo IMF (Miller & Scalo 1979), this group provided evidence that SMGs are an extremely massive galaxy population, with derived stellar masses ranging from log(M_*) = [11.14,12.15] (with one outlier at log(M_*) = 10.56) using the conversion M_*/L_κ = 10^{-0.4(M_*/M_☉)} / L_KM where L_KM is the light-to-mass ratio, taken on average to be ~3.2. The median of the Borys et al. (2005) sample was ⟨M_∗⟩ = 2.5 × 10^{11} M_☉. Because this study was aimed at investigating X-ray detected SMGs (to compare stellar masses to black hole masses), contamination of the stellar masses by AGN is a potential issue, particularly because rest-frame K-band luminosities were used in the derivation. Dye et al. (2008) determine the stellar masses for galaxies in the SHADES survey utilizing the synthetic spectra of Bruzual & Charlot (2003), and dividing the SFH into five blocks of fixed time that is a free parameter. For 60 SMGs, Dye et al. (2008) find SMGs with comparably large masses as the Borys et al. (2005) work with a median mass of ⟨M_∗⟩ = 6.3 × 10^{11} M_☉. Beyond this, they constrain the amount of stellar mass formed during the burst to ~ 15 – 65% of the total mass.

In 2011, two nearly contemporaneous papers came out with starkly different results for the stellar masses of the same sample of SMGs. Hainline et al. (2011) examined ~ 70 SMGs, and found that ~ 10% of their sample had substantial contributions to the SED from AGN, much like those analyzed in Borys et al. (2005). Instead of deriving stellar masses from rest-frame K-band (2.2μm) luminosities, which can easily be contaminated by powerlaw emission from AGN heating, Hainline et al. (2011) make use of rest-frame H-band luminosities (1.6μm) which probe the peak of stellar emission more directly and therefore, produce a more accurate measure of stellar mass. Hainline et al. find lower stellar masses for their sample of SMGs than most other studies, with a median M_*/L_κ of ⟨M_∗⟩ ≈ 7×10^{10} M_☉. At the same time, Michałowski et al. (2010) found a median stellar mass in their sample of 76 SMGs of ⟨M_∗⟩ ≈ 3.5×10^{11} M_☉. When correcting for assumed IMF effects, Hainline et al. (2011) find that their median mass comes to within roughly a factor of 3 of the Michałowski et al. (2010) results. Michałowski et al. (2010) followed up on these works, and performed a systematic analysis of the discrepancies in the Hainline et al. (2011) and Michałowski et al. (2010) stellar masses. These authors found that the discrepancy was not dominated by AGN contamination, but rather different choices of stellar IMFs, population synthesis models, and the star formation history.

In the absence of strong constraints on either the stellar IMF in high-z SMGs, or the star formation history, it is reasonable to expect an inherent factor ~ 2 – 3 uncertainty in any stellar mass measurement of high-z DSFG. One promising way forward is to utilize other mass constraints. For example, CO dynamical mass measurements (e.g. Greve et al. 2005, Tacconi et al. 2008) in combination with an assumed dark halo profile can provide a constraint on the remaining stellar mass. This, of course, neglects any contribution to the mass by HI, and comes with the uncertainty of an assumed dynamical state of SMGs. The abundance matching methodology of Conroy & Wechsler (2009) and Behroozi et al. (2013) can provide some constraints on the average M_*, that must exist in DSFGs, given some a priori knowledge of their typical halo masses. The abundance matching technique assumes that the most (stellar) massive galaxies at a given redshift reside in the most massive haloes, least massive galaxies in the least massive haloes, and corresponding matches at intermediate masses. By employing such a technique, Behroozi et al.
constrain the average stellar mass of galaxies in haloes between \( M_{\text{halo}} = 10^{12} \sim 10^{13} M_\odot \) at \( z = 2 \) to range from \( M_\star \approx 5 \times 10^9 \sim 10^{11} M_\odot \). If we assume the Hickox et al. (2012) halo mass measurements of 850 \( \mu \)m selected SMGs (c.f. §7) of \( \sim 6 \times 10^{12} h^{-1} M_\odot \), one arrives at a typical stellar mass of a \( z \sim 2 \) SMG of \( \sim 1.1 \times 10^{11} M_\odot \). We note that this is significantly below the empirical upper limit for stellar masses of \( z \sim 2 \) SMGs of \( \sim 1 - 3 \times 10^{12} M_\odot \) derived by Hayward (2013).

Outside of SMGs, the number of measurements of stellar masses of high-\( z \) DSFGs are relatively limited, though extremely important in terms of working toward a synthesis picture of how different breeds of DSFGs in the high-\( z \) zoo may or may not be related. Berta et al. (2007) and Lonsdale et al. (2009) constrained the stellar masses for some Spitzer-selected ULIRGs at \( z \sim 2 \) that were selected at 5.8\( \mu \)m (> 25.8\( \mu \)m Jy) and 24\( \mu \)m (> 400\( \mu \)m Jy), respectively. In order to investigate a potential evolutionary connection between 24\( \mu \)m DOGs and 850\( \mu \)m SMGs, Bussmann et al. (2012) examined the stellar masses for a sample of DOGs that had both bump-like and powerlaw-like mid-IR colors. While the spectral bump owes to an opacity feature in stellar spectra, the powerlaw feature likely owes either to AGN contribution, or to dust opacity in that region (Narayanan et al. 2010a; Snyder et al. 2013). These authors found the DOGs selected at this flux density cut tended to be roughly twice as massive as traditional SMGs.

5.4. Stellar IMF

Whether or not the stellar initial mass function (IMF) varies with physical conditions in galaxies is a question of fundamental importance that impacts nearly every aspect of extragalactic astrophysics. The topic is still open, and is most recently reviewed by Bastian et al. (2010). We refer the reader to the Bastian review for a comprehensive picture of potential IMF variations in the Galaxy and other galaxies, and concentrate here on evidence for IMF variations at high-\( z \). We employ the following definitions, and assume a basic IMF shape that is has a log-normal shape in \( dN/d\log m \) space, with potentially steeper slopes at low and high-masses (c.f. Figure 1 from Bastian et al. 2010). “Bottom light” refers to a deficit in low-mass stars, and implies that the IMF slope does not vary, but rather just the mass at which the IMF turns over varies. “Bottom heavy” is the opposite. “Top heavy”, in contrast, refers to a changing of the slope of the IMF. Both bottom light and top heavy IMFs have the consequence of having more massive stars per unit stellar mass formed than a typical Milky Way IMF, while bottom light has more low mass stars.

As is discussed in more detail in §10 some of the first claims for a varying IMF in high-\( z \) dusty galaxies came from theoretical groups, who found difficulty in finding enough submm luminous galaxies in cosmological simulations. Baugh et al. (2005) suggested that if the IMF varied from a traditional Kennicutt (1983) form \( (dN/d\log m \propto m^{-x}, \text{ with } x = 0.4 \text{ for } m < 1 M_\odot \text{ and } m = 1.5 \text{ for } m > 1 M_\odot) \) to a flat IMF \( (x = 0 \text{ for all masses}) \) for star bursting galaxies. The physical motivation for this was that the simulations required more galaxies with a colder dust spectrum in order to match the then-available SCUBA counts. The top heavy IMF assumed in this case allowed both for more UV photons from massive stars, as well as a higher yield of dust (via metal enrichment from Type II supernovae). The combination of these gave rise to enough SMGs in the simulations to match observations. This said, other groups (e.g. Hayward et al. 2013b) have found that it is possible to match the observed SMG counts without varying the IMF from what is observed locally.

Other papers have argued for either top heavy or bottom light IMFs at high-\( z \). Tacconi et al. (2008) simultaneously modeled the CO-H\( _2 \) conversion factor, stellar masses and IMFs of \( z \sim 2 \) SMGs, and found that the IMF may have an excess of high-mass stars, with a best fit mass to light (\( M/L \)) ratio roughly half that of a standard Kroupa IMF. Similarly, potential discrepancies in the integrated cosmic star formation history, and evolution of the stellar mass function may imply either a bottom light or top heavy IMF at high-\( z \), with the idea that such an IMF would cause inferred SFRs to decrease, and bring the two values into agreement (Hopkins & Beacom 2006; Elsner et al. 2008; Pérez-González et al. 2008; Wilkins et al. 2008), though issues related to luminosity function integration as well as nebular line contamination in stellar mass estimates may relieve some of these tensions (Reddy & Steidel 2009; Stark et al. 2013; van Dokkum 2008) suggested that the color evolution of early type galaxies at \( z \sim 1 \), combined with their mass to light ratios may be well described by a bottom light IMF, though note in van Dokkum & Conroy (2012) that the same observations could be consistent with a Salpeter IMF. Dave (2008) note that most cosmological simulations are unable to match the observed SFRs of main sequence galaxies at \( z \sim 2 \) (at a given stellar mass), and suggest that even a mildly bottom light IMF in these systems may go some distance toward reducing the inferred SFRs of \( z \sim 2 \) galaxies enough to bring the discrepancies into accord.

Indeed, in high star formation rate surface density environments at low-\( z \), which may resemble conditions at high-\( z \) (e.g. Krujssen & Longmore 2013), some indications suggest bottom light or top heavy IMFs as well. Rieke et al.
nent. The H$\alpha$ composite spectrum for SMGs without et al. (2003a) and Chapman et al. (2004b). Swinbank et al. measure $[^{14}\text{N}]/[^{12}\text{C}]$ ratios and H$\alpha$ii. Hcally confirm 30 galaxies in H$\alpha$ SMGs. 

5.5. Rest-frame Ultraviolet & Optical Spectral Characterization

Although obscuration significantly hampers our ability to study the optical characteristics of DSFGs in detail, several works have painstakingly amassed spectral observations of DSFGs to infer redshifts and subsequently properties like AGN content, metallicity, wind outflows and extinction factors. Like the other subsections in this chapter, the literature of optical spectral characterization of DSFGs has been limited primarily to radio-detected, 850$\mu$m-selected galaxies. The first comprehensive rest-frame optical study of SMGs was done by Swinbank et al. (2004) who spectroscopically confirm 30 galaxies in H$\alpha$ emission whose redshifts were originally reported via detection of Ly$\alpha$ in Chapman et al. (2003a) and Chapman et al. (2004b). Swinbank et al. measure [Nii]/H$\alpha$ ratios and H$\alpha$ line widths to deduce presence of AGN in at least 40% of the sample. Figure 25 illustrates the H$\alpha$ composite spectrum for SMGs without AGN. Even for SMGs without AGN, a broad line component to H$\alpha$ is measured with equal flux as the narrow component. The H$\alpha$ line widths are significant at 400 km s$^{-1}$ and spatial extent large at $\lesssim$4–8 kpc, implying large dynamical masses $\sim$1–2$\times$10$^{11}$ M$_{\odot}$ and short dynamical times of 10–20 Myr. Along with concurrent results on CO observations of SMGs (see § 8), this work concluded that these SMGs represent massive, metal-rich merging galaxies with high star-formation rates, significant dust obscuration (with H$\alpha$ SFRs suppressed $\sim$ 10x in comparison to far-infrared), and containing non-negligible AGN populations, thus being the likely progenitors to massive, local elliptical galaxies (e.g. Figure 2).

The rest-frame ultraviolet (UV) spectral properties of SMGs are discussed in Chapman et al. (2005) who also report their redshift distribution. Chapman et al. find that, much worse than the 10x extinction in the rest-optical, the UV luminosities of SMGs underestimate the far-infrared star formation rates by a median factor of $\sim$120, even after nominal dust-correction via the prescriptions of Meurer et al. (1997) and Adelberger & Steidel (2000). They measure a UV spectral index $\beta = \beta_{-1.5 \pm 0.8}$, corresponding to an $E(B-V) = 0.14 \pm 0.15$ for a Calzetti extinction law, close to expectation for LBGs. This suggests that SMGs’ UV properties do not differ significantly from those of LBGs (Adelberger & Steidel 2000), even though it might be thought that SMGs would have significantly redder slopes. Small et al. (2004). A composite of the rest-frame ultraviolet spectra of SMGs without AGN is overplotted in Figure 25, taken from Chapman et al., in preparation. Although not strictly representative of the 850$\mu$m SMG population, the similarly luminous Herschel-SPIRE selected galaxies at $z > 2$ discussed in Casey et al. (2012b) were all identified via rest-frame UV features; their composite is also overplotted in Figure 25 for comparison.
Figure 25: The piecewise composite of a Submillimeter Galaxy’s rest-frame ultraviolet and optical spectrum (blue) compared to a composite spectrum for a normal, dusty star-forming Lyman Break Galaxy at $z \sim 2$ (gray; Shapley et al., 2003; Calzetti, 2001). The SMG’s composite spectrum is comprised of three datasets centered around the detection of three prominent emission lines: H\alpha (Swinbank et al., 2004), [OII] (Banerji et al., 2011), and Ly\alpha (the median stack of star-formation dominated SMGs from Chapman et al., 2009; Chapman et al., in preparation). Also included is the rest-frame ultraviolet spectral stack from Casey et al. (2012b) for a subset of $z > 2$ Herschel-SPIRE selected galaxies (dark green; offset from SMG spectrum for clarity). Prominent emission and absorption line features are labeled. Despite assuming the dustiest template for a starburst in the rest-frame optical from Calzetti (2001) to join with the median LBG spectrum from Shapley et al. (2003), the composite spectrum from the SMG is significantly more reddened and extincted. Detection of continuum in SMGs is rare beyond $z \sim 2$ and even difficult to detect in a composite.

After the initial redshift surveys and spectral analysis of SMGs in the rest-frame UV and H\alpha, a $z \sim 1.5$ subset of the SMG population (along with some SFRGs, submillimetre-faint radio galaxies) were studied in Banerji et al. (2011) around the nebular [OII] 3727Å line emission. Banerji et al. measure line widths similar to the $z \sim 2$ SMGs from Swinbank et al. (2004), arguing that they have similar dynamical masses and evolutionary histories as the higher-redshift, higher-luminosity SMGs. Large-scale wind outflows are measured via a -240±50 km s$^{-1}$ blueshift of interstellar absorption lines (Mg\ii and Fe\ii) and are consistent with momentum-driven wind models and the $V \propto SFR^{0.3}$ local envelope seen in low-$z$ ULIRGs (Martin, 2005). The Banerji et al. composite around [OII] is overplotted on Figure 25.

5.6. AGN Content

A major focus of galaxy evolution has been the coevolution of supermassive black holes (SMBHs) within their host galaxies and the interplay between active galactic nuclei (AGN) and starbursts (e.g. Connolly et al., 1997; Merloni, 2004; Hopkins et al., 2007). The classic evolutionary sequence—merger, to starburst, quasar, then elliptical—is not only a phase of some growth for stellar populations, but also has been shown to account for ~30% of the Universe’s integrated black hole growth through highly obscured accretion (Treister et al., 2009, 2010). Probing the AGN content of DSFGs provides essential limits on their evolutionary history while also shedding light on SMBH growth in extreme environments. AGN have a number of observational probes, the most common being via direct detection in the X-rays, but otherwise through radio emission, optical line diagnostics, near-infrared colors, or mid-infrared continuum spectral slope (the latter two simply probe the presence of warm dust surrounding the inner torus region exterior to the SMBHs’ accretion disk).

The X-ray properties of DSFGs have been studied in detail over the past decade, in particular for 850-870\mu m-selected SMGs (Alexander et al., 2005a,b; Pope et al., 2006; Laird et al., 2010; Lutz et al., 2010; Georgantopoulos et al., 2011; Gilly et al., 2011; Hill & Shanks, 2011; Blomberg et al., 2012; Johnson et al., 2013; Wang et al., 2013b). Unfortunately, all of these studies are limited by small number statistics ($N_{\text{sources}} < 100$) cause by very time-intensive,
Figure 26: A summary of X-ray observations of ∼850µm-selected SMGs. At left, we re-plot the composite rest-frame 2–20 keV spectra for SMGs within three obscuration classes. The Fe Kα line is clearly visible—in particular for the most obscured AGN in SMGs—at 6.4 keV. This figure is reproduced from Alexander et al. (2005a) with permission from the authors. At right, the measured black-hole to host galaxy mass ratio measured in SMGs against other galaxy populations. This figure is reproduced from Alexander et al. (2008) with permission. The local relationship is given by the dashed line (Häring & Rix, 2004), whereas the measurement for radio-selected AGN between 0 < z < 2 is shown in dark gray (McLure et al., 2006) and z > 2 quasars in light gray (Peng et al., 2006). Also overplotted are measurements of local obscured ULIRGs (Veilleux et al., 1997, 1999).

Deep X-ray observations which are required to disentangle X-ray emission dominated by AGN activity versus star formation (the latter originating from high-mass X-ray binaries, HMXBs). The results of these studies have been mixed in reporting different ‘AGN fractions.’ Here AGN fraction is the fraction of the population which have X-ray implied star formation rates (from HMXBs) much higher than estimates from near- to far-IR, thus the emission must originate from nuclear processes. The first measurement of AGN in SMGs (Alexander et al., 2005a) showed that 75% of radio-selected SMGs host AGN activity, with 1/3 of those constituting luminous AGN. The SMGs not hosting AGN were consistent with X-ray emission from star-formation and HMXBs. Further X-ray analysis of SMGs estimate AGN fractions of 20–29(±7)% (Laird et al., 2010), <26±9% (Georgantopoulos et al., 2011), 14–28% (Johnson et al., 2013) and 17(±4)% (Wang et al., 2013a). The Wang et al. (2013a) work is of particular note since its sample is the ∼100 ALMA-confirmed 870µm-selected sources in CDFS with unambiguous counterparts, enabling effectively more precise measurements in both X-ray and FIR. An important follow-up to these X-ray studies of SMGs came in Alexander et al. (2008). Alexander et al. place observational constraints on central black-hole masses for SMGs using Hα (or Hβ) line analysis in addition to the X-rays. They find that SMGs have black-hole masses to galaxy mass ratios 3–5× lower than local relationship (Häring & Rix, 2004), and much lower than other high-redshift populations of AGN (McLure et al., 2006; Peng et al. 2006). A summary of results regarding X-ray studies of SMGs and their AGN is summarized in Figure 26.

While X-rays provide the most definitive signature of AGN, sometimes AGN are missed there due to high column densities of dust which can obscure soft X-rays (e.g. Daddi et al., 2007a). Therefore, it is most useful to compare quantitative measures of AGN content from a multi-wavelength perspective. Although optical spectral line diagnostics can provide a valuable probe to AGN activity in galaxies via comparison of emission line ratios (e.g. Kewley et al., 2006; Juneau et al., 2011), DSFGs, even if they have optical spectral observations, often lack the high-quality, high-S/N spectra necessary for classification.

The near- to mid-infrared portion of the SED can indicate AGN contribution, even when spectral information is not available. Presence of an infrared power-law on the Wien side of the far-infrared blackbody is an indication that a galaxy contains a significant amount of warm-dust (100–1000 K) which is likely to be heated by an AGN (e.g. Desai et al., 2009; Melbourne et al., 2011). For example, a normal star-forming galaxy with a 10⁷M☉ reservoir of
cold (~30 K) dust might only have ~10M\(_{\odot}\) of hot 500 K dust (heated by new stars in dense star-forming regions), while a similar galaxy with an AGN can have 10\(\times\) as much warm-dust (~100 M\(_{\odot}\)) which could be detectable and dominate the mid-infrared output, potentially contaminating estimates of stellar mass or 24\(\mu\)m-based star formation rate. For this reason, obtaining mid-infrared spectral observations are critical to segregate contributions of emission lines associated with star formation, star-light from old stellar populations and emission from AGN-heated warm dust, discussed in §5.7.

Motivated by the fact that X-rays can be absorbed in high column density environments, a number of groups developed mid-IR color selection techniques to identify AGN at high-\(z\) utilizing the bandpasses available on the Spitzer Space Telescope [Lacy et al. (2004)] and [Stern et al. (2005)]. These were recently revisited by [Donley et al. (2012)], under the premise that the previously developed color-selection “wedges” were contaminated by star-forming galaxies given deep enough IRAC data.

5.7. Mid-Infrared Spectral Diagnostics

As alluded to in §4.2.2, the rest-frame mid-infrared portion of the spectrum is complex. Unlike the far-infrared which is dominated by smooth continuum generated through cold dust greybody emission and the occasionally narrow gas emission line, the mid-infrared portion has emission and absorption features generated by heavy molecules and smaller dust grains. Polycyclic Aromatic Hydrocarbons (PAHs) are a few Å-diameter heavy molecules containing hundreds of carbon atoms which exist in cold molecular clouds [Leger & Puget (1984)] [Allamandola et al. (1985)] and when irradiated by young stars, emit spectral line features at discrete wavelengths from \(\approx3–19\mu\)m [Weingartner & Draine (2001)]. It follows that PAH emission strength scales with star formation rate. Aside from PAH features, the mid-infrared can also be absorbed by dust silicates, indicative of significant obscuration in warm dust with high-column densities (e.g. [Houck et al. (2005)]). Unfortunate for observational constraints, the PAH emission features at \(\approx8\mu\)m and \(\approx11\mu\)m almost perfectly bracket the 9.7\(\mu\)m Si absorption, making measurements of line strengths difficult. Underlying both these emission and absorption features is the continuum which, itself, is dependent on the relative dust distribution and bolometric heating sources in a galaxy. Heating from star formation (i.e. H\(_{\text{II}}\) regions) will only amount to hot-to-cold dust ratios of \(<1/1000\) while an AGN can skew the relative distribution of dust temperatures higher, flattening out the SED through the mid-infrared. Without a spectrum of a galaxy, which enables one to distinguish between these complex mechanisms of emission and absorption, it can be very difficult to ascertain a physical interpretation of mid-infrared flux densities, e.g. from observed 24\(\mu\)m Spitzer-MIPS work from \(z\approx1–4\).
In-depth studies of high-redshift galaxies’ mid-infrared spectra was not possible before the launch of the Spitzer Space Telescope’s Infrared Spectrograph (IRS) instrument. The timing was perfect for investigating the mid-infrared spectral properties of 850µm-selected SMGs, now described in Valiante et al. (2007), Pope et al. (2008b), and Menéndez-Delmestre et al. (2009). These works find that SMGs, like local ULIRGs, have a majority of broad PAH emission features (80%) with the remaining 20% of SMGs being dominated in the mid-IR by AGN. The continuum spectral slope for SMGs in the mid-IR spectral region is measured as $\alpha = 2$, where $F_\nu \propto \nu^{-\alpha}$. This agrees with prior results of the estimated slope from non-spectral observations (Blain, Barnard, & Chapman, 2003) which estimated $\alpha = 2$ for sources without prominent AGN (and a shallower value, $\alpha \sim 1$ for luminous AGN, e.g. Koss et al., 2013). Interestingly, Menéndez-Delmestre et al. (2009) find that the ratio between 6.2µm and 7.7µm PAH emission is higher than in compact local ULIRGs or nuclear starbursts, pointing to a more extended distribution of both cool and warm dust in SMGs than in compact local ULIRGs. A further set of AGN-dominated SMGs are described in Coppin et al. (2010) who demonstrate that even though AGN can dominate the mid-IR spectra of SMGs, they rarely dominate their bolometric luminosities. The Menéndez-Delmestre et al. mid-infrared SMG composite spectrum, excluding bright AGN, is shown in Figure 27.

Elbaz et al. (2011) revisit mid-infrared analysis of DSFGs with data from Herschel-PACS, in the context of the infrared main sequence of star forming galaxies (DSFGs in the context of the main sequence are discussed more in § 5.11). They define a parameter $IR8 \equiv L_{IR}/L_8$, where $L_8$ is the rest-frame 8µm luminosity, an approximation for the 7.7µm PAH strength. They make use of observations of suppressed PAH emission in local LIRGs and ULIRGs (whereby heavy molecules are destroyed in the most dense star forming environments, e.g. Rigby et al. (2008) Díaz-Santos et al. (2010) to distinguish two modes of star formation where normal main sequence galaxies have IR8 values consistent with local LIRGs, whereby starbursts have elevated IR8 ratios, consistent with local ULIRGs. They find that ULIRGs at $z \sim 1$–2 have IR8 ratios consistent with normal main sequence star forming galaxies and thus conclude that most Herschel-PACS detected galaxies are not merger dominated. As discussed further in § 5.11 this supports other observational and theoretical evidence that $z \sim 2$ DSFGs have different star formation histories than $z \sim 0$ DSFGs. However, recent follow-up from Herschel-SPIRE selected galaxies in COSMOS (Lee et al., 2013) suggest that ULIRGs at $z \sim 2$ do indeed have elevated IR8 values compared to less luminous sources, after correcting for the depths of both mid-infrared and far-infrared surveys. Lee et al. (2013) also present some evidence that the infrared main sequence that appears to be quite tight at mid-infrared and optical wavelengths, dissolves when far-infrared-based star formation rates are considered. Although preliminary evidence points to IR8 being a good indicator of starbursts, the impact of certain observational assumptions and biases need to be better understood.

5.8. Mid-Infrared Spitzer-selected Populations

Despite the complexity of mid-infrared spectra, the deep and wide 24µm Spitzer surveys of the high-z Universe provide a revolutionary look at dusty galaxies with large studies of thousands of galaxies pre-dating Herschel. The population of Dust Obscured Galaxies (DOGs; Dey et al. 2008; Pope et al., 2008a) define the population of 24µm-selected galaxies that have extremely red colors (i.e. $(R-[24]) \geq 14$ mags [Vega]). In a multiwavelength analysis, a large fraction of these DOGs seemed to be “mid-IR excess” sources, or galaxies that have unusually strong rest-frame 8µm emission compared to the integrated infrared (Daddi et al., 2007b; Papovich et al., 2007; Magnelli et al., 2011). The physical origins of DOGs mid-infrared emission could have been AGN-heating or booming PAH emission lines. Rigby et al. (2008), Farrah et al. (2008), Murphy (2009), Fadda et al. (2010) and Takagi et al. (2010) found the latter. Indeed, the AGN fraction of DOGs (and similar $z \sim 2$ BzKs) appears to be smaller than was originally anticipated ~30% at $S_{24} < 1$ mJy (Pope et al., 2008a; Alexander et al., 2011). Brand et al. (2006) provide a thorough analysis of the likelihood of an AGN dominating the mid-infrared spectral regime using >20,000 24µm-identified sources. They determine an AGN fraction of just 9% at $S_{24} = 350$µJy increasing up to 74±20% at $S_{24} \approx 3$ mJy.

The near-infrared SED of DOGs has been critical to placing them in an evolutionary context with SMGs. Galaxies with large stellar masses exhibit a near-infrared ‘bump’ originating at rest-frame 1.6µm that owes to a local minimum in the atmospheric opacity in massive stars (John, 1988; Simpson & Eisenhardt, 1999; Farrah et al., 2008). Generally speaking, galaxies with a mid-IR (observed frame at $z \sim 2$) are associated with being star formation dominated, while those with a powerlaw mid-IR SED are assumed to be AGN dominated. Bussmann et al. (2009) examined the HST morphologies of both power-law and bump DOGs at $z \sim 2$, and advocated a merger-driven scenario in which bump DOGs evolved into power-law DOGs (i.e. star formation dominated galaxies evolved into AGN-dominated
5.9. Kinematics

Kinematic studies of DSFGs are much more observationally expensive than basic photometric or spectral constraints, and are therefore naturally limited to smaller sample sizes. Nevertheless, a substantial effort has been made to survey 850μm-SMGs kinematically, through ionized gas around Hα regions (typically Hα integrated field unit observations) and cold molecular gas (typically CO mm-line interferometric observations).

Key works on Hα kinematics in SMGs is summarized by Swinbank et al. (2006), Alaghband-Zadeh et al. (2012) and Menéndez-Delmestre et al. (2013). Collectively, they observe 16 SMGs at 2.0 < z < 2.5 and present strong evidence for merger-driven histories—many at an early stage first pass, where multiple components are seen separated by ~8 kpc and 200 km s\(^{-1}\), while others are later stage single-component systems with high-dispersion and buried AGN. Figure 28 illustrates the line-profile characteristics of these SMGs with respect to local starbursts from the SINGS sample, the z ~ 2 SINS sample of star-forming galaxies (Shapiro et al., 2008), some simulated SMGs Dave et al. (2010), and simulated disk and merger templates (also from Shapiro et al., 2008). The divide between mergers and disks is quite clear and narrow in this sample, with ~8.5/10 of SMGs lying in the unambiguous merger-driven region of the plot. Results from high-resolution CO molecular gas observations of SMGs support this merger-driven model of SMGs, albeit with limited statistics and only within the most luminous >10\(^{12}\) L\(_{\odot}\) subset, the details of which are described more in §8.

5.10. Physical Size and Morphology

Measuring the physical sizes of DSFGs at high redshift requires high-resolution imaging \(\ll 1''\) (beyond z ~ 1, 1'' corresponds roughly to 8 kpc). High-resolution imaging can be gathered from either optical/near-infrared stellar continuum or from direct infrared interferometric observations in the millimeter or radio. Millimeter or radio follow-up is more likely for highly obscured sources like DSFGs (where the optical magnitudes can be staggeringly faint, \(i_{AB} \sim 25 - 26\)).

When molecular gas CO observations are taken at high-resolution (e.g. Tacconi et al., 2008; Bothwell et al., 2010; Engel et al., 2010) for SMGs, a consequence of obtaining kinematics is also obtaining the simple size measurement of the cold gas reservoir. While the morphologies of the sources themselves might be disturbed, these works reached a consensus that SMGs have effective radii of \(r_e = 2 \pm 1\) kpc on average twice the physical size of local ULIRGs which are very compact with \(r_e \lesssim 1\) kpc. Both SMGs’ sizes and molecular gas masses seemed to be twice as large as local ULIRGs, thus the population was dubbed their scaled-up analogues. Note that by these measures, both SMGs and local ULIRGs are much more compact than normal disk galaxies of comparable masses, which extend \(\gtrsim 8\) kpc.

One important caveat of the molecular gas size measurements is that the measured emission was made on high-J transitions of CO and not the ground state, CO(1-0). In fact more recent results (Ivison et al., 2011) show that emission from CO(1-0) is more extended, both in line width velocity space and spatially, with a typical FWHM of 540 km s\(^{-1}\) (broader than the typical high-J transition line width of \(\sim 150\) km s\(^{-1}\)) and spatial FWHM of \(\sim 16\) kpc. While complementary work at radio wavelengths using the high-resolution MERLIN interferometer (Smail et al., 2000; Chapman et al., 2004b; Biggs & Ivison, 2008; Casey et al., 2009a) corroborate the high-J molecular gas size measurements with sizes of \(r_e \approx 2\) kpc measured for radio continuum emission, we note that extended emission could either be resolved out from earlier MERLIN results or the radio continuum is only probing areas of dense star formation with higher incidences of supernovae (see §5.12 for a discussion of radio emission in DSFGs). Furthermore, these works also found that SMG sizes were diverse, from unresolved point-sources near the Eddington starburst limit, to sources extended over \(\sim 8\) kpc. (Biggs et al., 2010) further investigated SMG morphologies with VLBI radio observations, showing that most SMGs do not have a compact radio core. These authors used this to argue that the radio emission in SMGs are not likely powered by nuclear AGN, but rather galaxy-wide starbursts.

---

6Note that the “size” of a galaxy quoted in the literature can range from the diameter of a galaxy to the full width at half maximum (FWHM) radius to the full width at zero intensity (FWZI) radius to \(r_e\); there is no standard as to which is used so the reader of these papers should pay careful attention to the authors’ methods while interpreting their results.
Figure 28: Line-profile characteristics of Hα IFU observations of 16 SMGs (Swinbank et al., 2006; Alaghband-Zadeh et al., 2012; Menéndez-Delmestre et al., 2013). The x-axis plots velocity dispersion while the y-axis plots the velocity field asymmetry. Blue background points represent regions dominated by smoothly rotating disk galaxies while red points are expected to be dominated by merger-driven templates (Shapiro et al., 2008). The triangles represent local samples: both normal star-forming galaxies from SINGS (blue) and ULIRGs (yellow). Simulated SMGs from the SPH simulations work of Davé et al. (2010) are shown as gray circles. The high-z star forming galaxies from SINS (Förster Schreiber et al., 2009) are small green crosses, while SMGs are large black crosses. Within this small sample, it appears that $\sim 8.5/10$ SMGs are consistent with being merger-driven, which is consistent with findings from kinematic studies of the brightest SMGs in cold molecular gas (e.g. Engel et al., 2010; Riechers et al., 2011d) see more in § 8.
Radio 1.4 GHz high-resolution continuum is shown in contour over 3′′ × 3′′ optical i-band ACS images of two SMGs from Chapman et al. (2004b) and two SFRGs from Casey et al. (2009a). Morphologies in the optical alone are ambiguous, especially at z > 2 where the K-correction is not straightforward and highly dependent on spectral type. The addition of radio continuum—which traces the FIR continuum for starbursts—sheds insight on obscured star-formation, while also sensitive to AGN, which should manifest as unresolved point sources (Casey et al., 2009c; Biggs et al., 2010). Radio and optical emission are often offset from one another indicated disturb or irregular morphologies consistent with mergers. At right, example near-IR cutouts from HST-WFC3 of Herschel-Pacs selected ULIRGs in a CANDELS field, 72% of which exhibit interacting or merging morphologies (Kartaltepe et al., 2012).

Figure 29: As is the case with many other physically constrained parameters in this section, the measured constraints on size come from only a handful of sources. Clearly measured size depends on which observational probe is being used—whether it samples dense star-forming regions or extended, low-excitation cold gas reservoirs. Although size can be an essential stepping stone for measuring gas or star formation density (thus making density arguments), it is critical that the relative difference between observational probes is understood.

Beyond providing a simple visual characterization of the system of interest, the morphology of a galaxy at particular wavebands can reveal a host of underlying physical processes. For example, the extent of the FIR-bright region can provide constraints as to whether a starburst is Eddington-limited (e.g. Younger et al., 2008; Riechers et al., 2013b), which can be informative for models of star formation feedback in ultra-luminous galaxies (e.g. Thompson et al., 2005; Hopkins et al., 2013a,b).

One of the principle reasons for obtaining radio morphologies of high-z galaxies soon after their discovery was to exploit an assumed correlation between the radio and FIR flux (which was a fair assumption, given the strong local correlation; Murphy, 2009), and therefore place constraints on the size of the FIR emitting region. With advances in (sub)mm-wave interferometry during the early 2000s, direct FIR morphology measurements became available. These measurements confirmed the relatively large spatial extents of the star formation activity in high-z SMGs as compared to local ULIRGs (e.g. Younger et al., 2008), and has driven the rise of models where the luminosity density of high-z ULIRGs is one of the strongest indicators for the physical properties of the IR emitting environment (Rujopakarn et al., 2011).

Morphological classification of DSFGs is often too difficult to attempt in the optical or near-infrared due to extreme dust obscuration, however, out to z ~ 1.2, Kartaltepe et al. (2007) find high fractions of optically-luminous galaxies in pairs (the evolution of the pair fraction going as \((1+z)^{2-3.2}\)), implying almost ~50% of galaxies at z ~ 2 should be in close pairs. When completing a similar analysis on DSFGs selected at 70μm with Spitzer, the majority of galaxies appear to be undergoing interactions, and an overall increase in merger fraction is seen from z ~ 0 to z ~ 1. With deeper high-resolution near-infrared imaging from the CANDELS survey, Kartaltepe et al. (2012) find similar results with visual classifications of Herschel-Pacs-selected galaxies (see right-hand side of Figure 29) of almost ~73% of ULIRGs out to z ~ 2 undergoing potential interactions from morphological signatures.

In 2010, Swinbank et al. (2010) present targeted Hubble Space Telescope ACS and NICMOS observations of 850μm-selected SMGs measuring sizes and morphologies for 25 galaxies spanning z ~ 0.6 – 3.0 (\(\langle z \rangle = 2.1\)) drawn
from the [Chapman et al., 2005] spectroscopically confirmed SMG sample. They measure characteristic sizes of $r_{e} = 2.3 \pm 0.3$ kpc and $r_{H} = 2.8 \pm 0.4$ kpc at observed $i$- and $H$-bands respectively, not statistically different than submm-faint field galaxies (like Lyman Break Galaxies). They attribute the difference in measured size between bands to structured dust obscuration, impacting the measurement of $i$-band sizes. Furthermore, by fitting Sersic indices to the $H$-band light, they find that SMGs are more analogous to spheroidal or an elliptical galaxy light distribution than disky light distribution (i.e. $n \sim 2$, where $n \sim 1$ would represent an exponential disk and $n \sim 4$ represents a spheroidal de Vaucouleurs profile). Using estimates of the same SMGs’ stellar masses, [Swinbank et al., 2011] determine that the stellar density of SMGs is comparable if not a bit higher than local early-type galaxies and red, dense galaxies at $z \sim 1.5$ which are proposed to be SMGs’ direct descendants. Importantly, they also note that the rest-frame UV/optical morphologies of SMGs seem to be decoupled from all millimeter-detected observables.

### 5.11. Relationship to Normal Galaxies: the Infrared Main Sequence

Many recent works have framed analysis of new Herschel-detected DSFG populations in the context of the “Main Sequence” of galaxies (Elbaz et al., 2011; Rodighiero et al., 2011; Nordon et al., 2012, 2013; Sargent et al., 2012; Magnelli et al., 2013a). The main sequence was first presented in Noeske et al. (2007b,a) as terminology for the perceived tight relationship between galaxies’ stellar masses and their star formation rates. This correlation is seen to evolve towards high-redshift, where galaxies of a fixed stellar mass are likely to have star formation rates ten times larger at $z \sim 1$ than at $z \sim 0$. The initial sample used to measure the tightness of the relation was a set of optically-selected galaxies for which $H_{\alpha}$ emission line star formation rates or 24$\mu$m flux densities were available. [Daddi et al., 2008] found similar results when expanding selection to dustier galaxies (i.e. 24$\mu$m-selected galaxies). A key implication of the tight correlation between stellar mass and star formation rate is that the star formation rate in galaxies is, to first order, dependent on the gas accretion rate from the IGM [Davé et al., 2012]. Star formation is supply dependent, while the gas accretion rate scales with the ever-growing stellar potential. Numerical simulations, accordingly, show a tight relationship between the star formation rate in galaxies and the stellar mass. Galaxies undergoing a burst (owing, perhaps, to a merger) may depart the main sequence, and exhibit elevated specific star formation rates. In fact, in recent years, this has come to be a new accepted definition of the term starburst: a galaxy with elevated sSFR (specific star formation rate=SFR/$M_\star$) compared to the main sequence. From an observer’s perspective, this theoretical picture makes sense. The measured tightness of the SFR–$M_\star$ relation implies that galaxies’ SFRs must be steady over long timescales, even for $>100 M_\odot$yr$^{-1}$ IR-bright galaxies at $z \sim 2$. If these galaxies’ SFRs were only elevated ($>100 M_\odot$yr$^{-1}$) for a short period of time ($\ll 1$ Gyr) then the $z \gtrsim 1$ observed main sequence would not be as tight as it is observed to be, or, perhaps, it would not be observed at all. Furthermore, [Stark et al., 2009] and [Papovich et al., 2011] show that the star formation rates and stellar masses of most galaxies at $3 < z < 8$ increase gradually with time. This is determined by observed rest-frame ultraviolet luminosity functions (e.g. Bouwens et al., 2006; Reddy et al., 2008; Oesch et al., 2010) at high redshift and the observed main sequence (Noeske et al., 2007b; Stark et al., 2013). On its surface, this might seem like a contradictory result to studies of individual star forming galaxies at high-redshift which reveal frequent occurrences of galaxy interactions and mergers, and increasing fractions at higher redshifts (Lotz et al., 2008; Kartaltepe et al., 2010, 2012). Similarly, much of the work on SMGs which indicate most have major merger histories with short duty cycles (Engel et al., 2010; Alaghband-Zadeh et al., 2012); how can these two disparate views—main sequence evidence for steady state star formation vs. increasing merger fractions at high-$z$—be rectified?

It is critical to recognize that the secularly evolving, main sequence framework assumes galaxies have duty cycles of order unity. Unfortunately, it is currently unknown what fraction of galaxies on the main sequence might undergo bursts during their lifetime. This is a critical piece of information in understanding the role of bursts in building up galaxies’ stellar masses. In a cartoon example, a galaxy which has undergone a $500 M_\odot$yr$^{-1}$ burst for 100 Myr has built up $5 \times 10^{10} M_\odot$ of stars during that time; comparing that to the median stellar masses of SMGs from [Hainline et al., 2011] reveals that ~70% of that galaxy’s stellar mass is built in the burst, versus 30% pre-dating the burst. In contrast, that galaxy will only spend ~2% of its time at high-$z$ observed in burst mode, while the remaining 98% percent of the time is spent on the main sequence. While this seems like a convincing argument for the importance of short bursts, the picture changes if the burst duration is not as long, the star formation rates lower, or the stellar masses of SMGs larger by factors of a few, all of which could actually imply burst-built stellar mass fractions <10%, which is more in line with expected burst fractions shown in simulations. In other words, uncertainties in SFR and $M_\star$,
calibrations muddy the problem. Solving this requires clear statistical tests of the fraction of galaxies that sit above the main sequence at a given redshift and how much stellar mass they actually build.

To investigate the predominance of mergers or disks among DSFGs on and off the main sequence, Hung et al. (2013) find that merger rates are equally likely to correlate to $L_{IR}$ (or star formation rate) as sSFR, the specific star formation rate. This indicates that among infrared-luminous systems (in this case Herschel-selected galaxies), merger rates do not follow a strict luminosity cutoff as they do locally (whereby nearly all galaxies at $>10^{11.5}$ $L_\odot$ are mergers Sanders & Mirabel, 1996) nor do they follow a strict sSFR cutoff limit as more recent main sequence works suggest (Rodighiero et al., 2011; Nordon et al., 2012; Sargent et al., 2012). More analyses like this, but comprising both samples of obscured and unobscured galaxies are needed to bolster the statistical analysis of calculating merger fractions and truly understanding the meaning of the galaxies main sequence.

### 5.12. The FIR/Radio Correlation

The correlation between galaxies’ far-infrared/submillimeter emission and their radio emission has been empirically known for several decades, first investigated by van der Kruit, P.C. (1971) [1973] who observed that ~1.4 GHz emission correlated well with 10$\mu$m emission within Seyfert galaxy nuclei spanning five orders of magnitude in luminosity. While at first both infrared and radio emission was thought to be generated by synchrotron radiation, Harwit & Pacini (1975) suggested that thermal re-radiation from dust-enshrouded H$\text{ii}$ regions dominated the infrared while the radio originated from synchrotron radiation of relativistic electrons off of supernovae remnants. In this context, the correlation naturally falls out because the massive stars which produce supernovae are the same population which heat the surrounding gas and dust, ionizing the H$\text{ii}$ regions. The infrared emission was confirmed to be thermally-driven when IRAS data became available in the mid 1980s (Helou et al., 1985; de Jong et al., 1985). A nice review of radio emission in galaxies is given in (Condon, 1992) with substantial follow-up of the FIR/radio correlation in local galaxies given in Yun & Carilli (2002); Bell (2003); Murphy et al. (2008); Tabatabaei et al. (2005, 2007); Murgia et al. (2005); Dumas et al. (2011). The correlation can be generalized by the parameter $q_{IR}$ where

$$q_{IR} = \log \left( \frac{S_{IR}}{3.75 \times 10^{12} [\text{W m}^{-2}]} \right) - \log \left( \frac{S_{1.4 GHz}}{[\text{W m}^{-2} \text{Hz}^{-1}]} \right)$$

and $S_{IR}$ is the integrated flux density (in W m$^{-2}$) between 42.5–122.5 $\mu$m and 3.75$\times$10$^{12}$ is the frequency at 80$\mu$m, the mid-point of that band. All quantities are rest-frame. Although the 42–120$\mu$m limits of $S_{IR}$ made sense in the IRAS era, we now have observational access to far-infrared data spanning 10–1000$\mu$m, so a somewhat more applicable definition of $q_{IR}$ today (Ivison et al., 2010a) is

$$q_{IR} = \log \left( \frac{1.01 \times 10^{18} L_{IR}}{4\pi D_{L}^{2}[L_\odot]} \right) - \log \left( \frac{10^{-32} S_{1.4 GHz}}{(1+z)^{\tau}[\mu\text{Jy}]} \right)$$

where $L_{IR}$ is the integrated 8–1000$\mu$m luminosity, $D_L$ the luminosity distance, $S_{1.4 GHz}$ the observed 1.4 GHz flux density, and $\alpha$ the radio spectral index. The radio spectral index is defined by $S_{\nu} \propto \nu^{\alpha}$, where the radio portion of the spectrum is ubiquitously well-represented by a powerlaw and the value of $\alpha$ is negative in the vast majority of sources. If radio flux density is observed in some other frequency $\nu$ which is not 1.4 GHz, it can be converted to observed-frame 1.4 GHz via $S_{1.4 GHz} = S_{\nu}(1.4 GHz)/\nu^{\alpha}(1+z)^{\tau-1}$. Yun et al. (2001) show that the value of $q_{IR}$ in local starburst galaxies is remarkably well constrained at $q_{IR} = 2.34 \pm 0.72$ with only a handful of outliers.

Several works have addressed whether or not the correlation evolves at high-redshift. Magnelli et al. (2010) measure $q_{IR} = 2.17 \pm 0.19$ in a sample of SMGs and OFRGs—a value which is lower than seen in local starbursts. This could suggest that DSFGs either have a FIR excess or that there is evolution in $q_{IR}$. Ivison et al. (2010a) visit this issue in large samples of BLAST and Herschel-selected starbursts and suggest a shallow redshift evolution of $q_{IR} \propto (1+z)^{-0.26 \pm 0.07}$ and $\propto (1+z)^{-0.15 \pm 0.03}$ respectively. Casey et al. (2012a) measure a slightly steeper evolution, $\propto (1+z)^{-0.30}$ out to $z \sim 2$ for spectroscopically confirmed Herschel-selected DSFGs. However, these works all deal with IR-selected samples and thus is intrinsically biased as pointed out by Ivison et al. (2010b), the underlying unbiased evolution in $q_{IR}$ can only be measured with very large samples of both radio- and IR-selected galaxies using stacking.
The value of the radio spectral index is often assumed to be $\alpha = -0.8$ (Condon, 1992) based on measurements from nearby star forming galaxies, however more recent studies have found evidence for shallower values for fainter radio sources ($S_{1.4} < 1$ mJy; Bondi et al., 2007; Garn & Alexander, 2008) between -0.6 and -0.7 (Ibar et al., 2009; Ivison et al., 2010a,b) adopt $\alpha = -0.75 \pm 0.06$ with little evidence of evolution from $0 < z < 3$ (i.e. the redshift dependence they measure is $\alpha \propto (1 + z)^{0.14 \pm 0.20}$). Indeed, the uncertainty in the radio spectral index can add scatter to the measured value of $q_{IR}$ for high-redshift sources.

When applied to high-redshift DSFGs, the FIR/radio correlation can be used to estimate $L_{IR}$ in the absence of infrared data. It can also be used to estimate SED characteristics like dust temperature if only 1–2 far-infrared flux densities are in hand and not enough to constrain the far-infrared peak wavelength independently (this is what was done for SCUBA galaxies when only $S_{850}$ was available in the far-infrared; Ivison et al., 2002; Chapman et al., 2003c). The FIR/radio correlation can likewise be used to learn more about obscured star formation at radio wavelengths since $SFR \propto L_{IR} \propto L_{1.4GHz}$. This is particularly useful considering radio interferometric maps have much better resolution than submillimeter single-dish maps (both deep blank-field intermediate-resolution $\sim 1''$ maps, e.g. from the Jansky VLA, and high-resolution $\sim 0.1''$ maps from, e.g. VLBA or e-MERLIN). This enables precise identification of multi-wavelength counterparts and infer characteristics of the distribution of obscured star formation (e.g. as seen in Figure 29).

Despite the usefulness of the FIR/radio correlation in DSFGs, the underlying physical mechanisms leading to it are not well understood. One explanation offered up by Volik (1989) and Lisenfeld et al. (1996) is the “electron calorimeter” theory by which the synchrotron cooling timescale is much shorter than the escape time for electrons, and only a few percent of energy input from supernovae is sufficient enough to recover a relation of $\nu L_{\nu} \approx 2 \times 10^{-6} L_{IR}$. However, calorimetry predicts a radio spectrum which is too steep ($\alpha \sim -(1 - 1.3)$, not $-0.6 - 0.7$). Bremsstrahlung radiation and ionization can flatten the spectrum, but would meanwhile break the FIR/radio correlation, so cosmic ray proton cooling is needed to make up for radio emission lost due to Bremsstrahlung and ionization (Thompson et al., 2007; Lacki et al., 2010; Lacki & Thompson, 2010). Very recently, a new theoretical approach explains both the FIR/radio correlation and its evolution towards high-redshift using recent advancements in understanding magnetic-field amplification in galaxies (Schleicher & Beck, 2013; Zweibel, 2013); the physical quantities which underly this formulation will be testable with the next generation of radio telescopes.
6. Detailed Studies of Individual Dusty Star-Forming Galaxies

In this chapter we summarize properties of DSFGs as obtained from detailed individual galaxy studies. In this context, gravitational lensing has played a critical role because the spatial enhancement associated with magnification provides a way to investigate the internal structure of distant, faint galaxies to levels unattainable with the current generation of instrumentation for typical DSFGs. A second important fact here is that large samples of gravitationally lensed galaxies can be efficiently selected by searching for bright sources in wide area submillimetre surveys (Blain, 1996; Perrotta et al., 2002; Negrello et al., 2007, 2010; Hezaveh & Holder, 2011; Wardlow et al., 2013). While the early submm surveys were limited to smaller sky areas, the advent of wide-field surveys, especially with Herschel and SPT, at sub/millimeter wavelengths have allowed detections of large samples of lensed DSFGs that can be followed up with a host of radio and submm/mm-wave interferometers. Similarly, and pre-dating the large area survey work, important targets of lensed DSFGs have come from submm/mm-wave imaging of known massive lensing galaxy clusters Smail et al. (1997).

6.1. SMM J2135-0102: the Cosmic Eyelash

The DSFG SMMJ2135-0102 (the “Cosmic Eyelash”) was serendipitously identified by Swinbank et al. (2010) in a LABOCA 870 µm observation of the galaxy cluster MACSJ2135-010217 (z = 0.325) with a 870 µm flux density of 106 mJy. The redshift was identified to be z = 2.33 from CO line emission and lens models of the cluster mass distribution shows it to be magnified by a factor of 32. Once corrected for magnification, the source has an intrinsic luminosity consistent with a ULIRG at z ∼ 2 with a SFR of around 200 M⊙/year. The observed flux density at 500 µm of 325 mJy (Ivison et al., 2010c) puts this source among the brightest of all the lensed DSFGs discussed in the literature with Herschel-SPIRE (Negrello et al., 2010; Wardlow et al., 2013; Harris et al., 2012). Moreover, the high magnification of 32, compared to a magnification of about 10 for most lensed DSFGs found with Herschel (Bussmann et al., 2013), allows spatial resolution down to 100 parsec scales within the galaxy. The lensing magnification...
resolves the individual giant molecular clouds (GMCs) in SMM J2135-0102, which were identified to be larger and more luminous than the GMCs of local star-forming galaxies by a factor of 100 [Swinbank et al. (2010)].

Ivison et al. (2010c) presented the Herschel-SPIRE FTS spectrum with a clear detection of the 158 μm [CII] line. The L_{[CII]}/L_{bol} ratio was found to be significantly higher than in local ULIRGS, but consistent with the ratio of local star-forming galaxies. Combined with CO measurements, the photo-dissociation regions (PDRs) were found to have a characteristic gas density of 10^3 cm^{-3} and a UV radiation field, G_0, 1000 times stronger than that of the Milky Way. In combination, Ivison et al. (2010c) has suggested that the galaxy contains kpc-scale starburst clumps distributed over a large disk, different from nuclear starbursting local ULIRGS. Further PDR modeling using a combination of 12CO, [CI], and HCN line intensities are presented in Danielson et al. (2011).

Using IRAM/PdBI and JVLA CO(6-5) and CO(1-0) high resolution imaging data, respectively, Swinbank et al. (2011) studied the kinematics of this galaxy as traced by the CO molecular gas. The CO velocity maps showed the galaxy to be rotationally-supported disk with a rotation speed of 320 ± 25 km s^{-1} and with a ratio of rotational-to-dispersion support of v/σ = 3.5 ± 0.2. The disk has a dynamical mass of (6.0 ± 0.5)×10^{10} M_☉ within a radius of 2.5 kpc. The linewidth-size scaling relation based on the highest resolution CO data was found to be significantly offset from the local Larson scaling relation for molecular clouds (Fig. 30). Swinbank et al. (2011) argues that such a high offset is evidence for the importance of supersonic turbulence on scales 100 times smaller than in the kinematically quiescent interstellar medium of the Milky Way. Given the high external hydrostatic pressure of the ISM of this galaxy, with P_{tot}/k_B ∼ 2 × 10^7 K cm^{-3}, the subsonic star-forming regions of are expected to have densities in excess of 10^8 cm^{-3}.

The lensing flux density enhancement has also allowed studies, for the first time at high redshifts, of the spectral line energy distributions (SLEDs) of ^13CO and C^{18}O from J = 1 − 0 to J = 7 − 6 transitions of this galaxy Danielson et al. (2013). The ^13CO emission from optically thin regions imply a total gas mass for the galaxy of ∼ 1.5 × 10^{10} M_☉
and a conversion of CO to H$_2$ mass $\alpha_{\text{CO}} \sim 0.9$, consistent with bright SMG-like DSFGs for a ULIRG system at $z \sim 2$. The velocity-integrated flux ratio $^{13}\text{CO}/^{18}\text{O} \sim 1$ implies an abundance ratio $[^{13}\text{CO}]/[^{18}\text{O}]$ that is at least a factor of seven below that of the Milky Way. The enhanced $^{18}\text{O}$ abundance implies star-formation is preferentially biased to high-mass stars. The ISM is best-modeled with two phases: a cold phase at $\sim 50$K with a density of $10^4$ cm$^{-3}$. Further modeling suggests that the ISM heating contribution from cosmic-rays and UV to be comparable to the and a hot phase at 90K with density $10^4$ cm$^{-3}$, cooling rate of $(1-20) \times 10^{25}$ erg s$^{-1}$ per H$_2$ molecule from the CO SLED. The high temperature of 140 to 200K derived for the most dense regions implies that the cosmic ray heating is more important than UV heating where the star-formation is most active.

6.2. GN20

GN20, whose redshift was serendipitously discovered by Daddi et al. (2009), is a bright SMG in a proto-cluster of multiple DSFGs. GN20 is the brightest SMG in the GOODS-N field with a $850\mu$m flux density of 20.3 mJy, suggesting a SFR at the level of 1800 M$_\odot$ yr$^{-1}$ (Fig. 35). The environment of this source is discussed in Section 7. The individual DSFG components have been well-studied over the last few years with a variety of interferometers. At high resolution with EVLA in CO(2-1) the gas in GN20 appears to be resolved into at least five star-forming molecular clumps of size around 1.3 kpc with line widths of $\sim$100 to 500 km s$^{-1}$ (FWHM) and a mass surface densities in excess of $3000 \text{M}_\odot \text{pc}^{-2}$ (Hodge et al., 2012). The clumps are self-gravitating and they have CO-to-H$_2$ conversion factors $\alpha_{\text{CO}}$ with values between 0.2 and 0.7. The gas reservoir extends to a diameter of $\sim$15 kpc and also shows clumpy structure. GN20 is a rotating disk with a maximum rotational velocity of $575\pm 100$ km/s and a dispersion of $100\pm 30$ km/s. The dynamical mass for GN20 is $5 \pm 2 \times 10^{11} \text{M}_\odot$ (Hodge et al., 2012; Carilli et al., 2011) with gas a fraction at the level of 40% (though see § 8.5 for reasons why this may be an overestimate).

The 6.2 $\mu$m polycyclic aromatic hydrocarbon (PAH) line from GN20 was detected by Riechers et al. (2013a) using Spitzer/IRS. This remains the highest redshift SMG to which a PAH feature has been detected. SED modeling of the rest-frame 4 to 7 $\mu$m continuum emission shows the dominant contribution to the mid-IR flux density is from a faint, dust-obscured AGN. Using the scaling relation between 6 $\mu$m continuum and 2 to 10 keV X-ray luminosity, Riechers et al. (2013a) estimate an Eddington limit for the black hole mass of GN20 AGN to be $1.5\times 10^8 \text{M}_\odot$ at the level of 0.03–0.06% of the dynamical mass of the galaxy, and consistent with the average ratio of 0.05% for AGN-dominated SMGs at $z \sim 2$ (Alexander et al., 2005a).

The second component GN20.2 is made up of two separate galaxies GN20.2a and GN20.2b with deconvolved sizes of $\sim 5 \times 3$ kpc and $\sim 8 \times 5$ kpc (Gaussian FWHM) in CO(2â–S1) imaging data with JVLA, respectively (Hodge et al., 2013a). GN20.2a is radio bright (Casey et al., 2009b), while GN20.2b is not. GN20.2a has the largest gas surface density of all galaxies in the proto-cluster with a surface density estimated to be at the level of 13,000 M$_\odot$ pc$^{-2}$ for the most compact components of the galaxy in the highest resolution data. The gas surface density of GN20.2b is lower at 1700 M$_\odot$ pc$^{-2}$. The difference in the gas density surfaces suggest that the two galaxies are two different stages of star-formation with the possibility that GN20.2a is fueled by a major merger to reach the high surface density observed. This said, Carilli et al. (2010) argue that the disk-like morphology may imply the galaxy is not actively undergoing a merger.

6.3. Lensed Herschel Galaxies

The wide area surveys with Herschel-Spire, especially H-ATLAS (Eales et al., 2010) and HerMES (Oliver et al., 2012), have now resulted in large samples of rare and bright lensed DSFGs. The selection is especially easy since the lensed sources are the brightest in the submm maps. Negrello et al. (2010) demonstrated through multi-wavelength follow-up observations of the first five Herschel-selected DSFGs with $S_{500} > 100$ mJy at 500$\mu$m, after accounting for nearby spiral galaxies and radio-bright blazars, are all gravitationally lensed (Fig. 33). However due to small sample size it was not possible to conclusively establish whether all of the extragalactic sources with $S_{500} > 100$ mJy are gravitationally lensed or whether there are intrinsically luminous, but possibly rare, DSFGs at such high flux densities. With 13 DSFGs with $S_{500} > 100$ mJy, Wardlow et al. (2013) addressed the same issue and found >93% of the sample was confirmed to be gravitational lensed DSFGs implying <7% of the sources would be intrinsically bright. At $z > 1$, the non-lensed sources would have luminosities with $L > 10^{13} \text{L}_\odot$ (HzLIRGs). Detailed follow-up of such luminous sources are rare, but in the two Herschel-selected cases, one from HerMES in Wardlow et al. (2013) and another from Herschel-ATLAS in Harris et al. (2012), they have been both confirmed to be DSFG-DSFG (Fu
Figure 32: HST/WFC3 F110W and F160W images of the first five confirmed gravitationally lensed DSFGs from Herschel-SPIRE (Negrello et al., 2010). The center image shows the three-color 250µm, 350µm, and 500µm SPIRE image of the H-ATLAS Science Demonstration Phase (SDP) field from which these lensed DSFGs were identified, simply based on their 500µm flux density having values with \( S_{500} > 100 \text{ mJy} \). The figure is reproduced with permission from Negrello et al. (2013).

Figure 33: Left: Magnification factors from lens modeling of high-resolution Submillimeter Array (SMA) imaging data of Herschel-selected DSFG samples with \( S_{500} > 100 \text{ mJy} \). The lines are various model predictions on the expected magnification as a function of the 500µm flux density with ‘W13’ and ‘W13a’ predictions from Wardlow et al. (2013) and ‘L13’ from Lapi et al. (2011). The plot also shows magnification factors of two SPT-selected lensed DSFGs from Hezaveh et al. (2013). Right: Dust temperature vs the magnification-corrected intrinsic luminosity for Herschel and SPT-selected lensed DSFGs, compared to samples of SMGs from the literature (Magnelli et al., 2012a). The two figure panels are reproduced with permission from Bussmann et al. (2013).
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radio (gas traced by CO) wavelengths. The DSFG is gas rich (a.k.a. “wet”) merger. With a surface density for $S_{500} > 100$ mJy lensed DSFGs at the level of 0.2 deg$^{-2}$ (Negrello et al., 2010; Wardlow et al., 2013), and with close to 1200 deg$^2$ of Spire imaging data in the Herschel Science Archive, there should be close to 250 lensed DSFGs. To confirm if all of these are indeed lensed rather than intrinsically bright requires time-consuming multi-wavelength follow-up programs. As the sample sizes of lensed Herschel-selected DSFGs are increasing, physical properties of those sources are now starting to appear in the literature (Hopwood et al., 2011; Negrello et al., 2013; Dye et al., 2013; Bussmann et al., 2013).
An example of a detailed study of the kind possible with Herschel-selected lensed DSFGs is HERMES J1057+5730 (Conley et al., 2011; Gavazzi et al., 2011). It has $S_{500} \sim 230$ mJy and an intrinsic luminosity that puts it among HyLIRGs with $L = 1.4 \pm 0.1 \times 10^{13}$ L$_\odot$, with a SFR of 2500 M$_\odot$ yr$^{-1}$ (Conley et al., 2011). The CO observations, especially the velocity structure traced by CO at high resolution, show that it is a gas-rich (a.k.a. “wet”) merger (Riechers et al., 2011b) and the molecular gas properties show at least a two-phase medium with with $T_{kin} \sim 100$K and $n_{gas} \sim 10^4$ cm$^{-3}$ gas combined with very dense gas at $T_{kin} \sim 200$K and $n_{gas} \sim 10^5$ cm$^{-3}$ (Scott et al., 2011). Another example is H-ATLAS J11460011 (Fu et al., 2012a) with $S_{500} \sim 300$ mJy. The source is lensed by four galaxies in the foreground providing differential magnification factors of 17, 8 and 7 for near-IR (stars), submm (dust), and radio (gas traced by CO) wavelengths. The DSFG is gas rich ($f_{gas} \sim 70\%$ relative to total baryons) and young with an estimated age of 20 Myr. The dusty star-burst phase is also likely to be short with a total estimated lifetime of 40 Myr to consume the remaining gas.
While magnified by gravitational lensing, almost all of the Herschel-selected DSFGs are intrinsically bright or have intrinsic (i.e., magnification-corrected) luminosities that correspond to ULIRG to HyLIRG-like IR-bright galaxies. This is because the magnification factor for 500µm Herschel-selected samples are small with a mean value around $6^{+3}_{-1}$ (Bussmann et al., 2013). While published statistics are limited to a handful of galaxies, such a low magnification factor is in contrast to the SPT-selected lensed DSFGs at 1.4 mm that have magnification factors around $\sim 20$ (Hezaveh et al., 2013). The difference could easily point out biases in the sample selection with Herschel finding more of the lensed DSFGs that have large intrinsic sizes while the SPT selection is biased to intrinsically small subset of the lensed DSFGs that also happen to be primarily at higher redshifts, with latter due to the longer wavelength detections.
6.4. Highest redshift SMGs
While with the advent of wide-area submm surveys have increased the sample sizes of DSFGs at $z > 2$, we are still limited to a handful of SMG-like DSFGs with $S_{850} > 5$ mJy at $z > 5$ (see Table 3). Most of these SMGs at $z > 5$ are serendipitous discoveries.

6.4.1. HDF850.1
HDF850.1 dates back to the original SCUBA survey of the HDF-N by Hughes et al. (1998). The multi-wavelength counterpart identification has been challenging, despite many attempts (Downes et al., 1999; Dunlop et al., 2004; Wagg et al., 2007; Cowie et al., 2009), highlighting the challenge at identifying and studying properties of extreme DSFGs at very high redshifts. The redshift of HDF850.1 was found to be $z = 5.183$, among an overdensity of galaxies in the HDF-N field around the same redshift, through a combination of IRAM/PdBI CO(6-5) and CII and JVLA CO(2-1) spectral line measurements (Walter et al., 2012). With the redshift determined, HDF850.1 is estimated to be forming stars at the rate of 850 M$_\odot$ yr$^{-1}$. Despite such high star-formation, gas and dust properties of HDF850.1 have been

Table 3: Summary of Currently Known Highest Redshift SMGs at $z > 5$

<table>
<thead>
<tr>
<th>Name</th>
<th>Redshift</th>
<th>$S_{850}^{\text{obs}}$ (mJy)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1148+5251</td>
<td>6.42</td>
<td>7.8 ± 0.7</td>
<td>Wang et al., 2007</td>
</tr>
<tr>
<td>HFLS3</td>
<td>6.34</td>
<td>33 ± 2</td>
<td>Riechers et al., 2013b</td>
</tr>
<tr>
<td>SPT0243-49</td>
<td>5.69</td>
<td>73 ± 12</td>
<td>Vieira et al., 2013</td>
</tr>
<tr>
<td>SPT0346-52</td>
<td>5.65</td>
<td>138 ± 24</td>
<td>Vieira et al., 2013</td>
</tr>
<tr>
<td>Aztec-3</td>
<td>5.30</td>
<td>8.7 ± 1.5</td>
<td>Capak et al., 2011</td>
</tr>
<tr>
<td>HLS J0918+5142</td>
<td>5.24</td>
<td>125 ± 8</td>
<td>Combes et al., 2012</td>
</tr>
<tr>
<td>HDF850.1</td>
<td>5.18</td>
<td>7.0 ± 0.5</td>
<td>Walter et al., 2012</td>
</tr>
</tbody>
</table>

$S_{850}^{\text{obs}}$ > 5 mJy at $z > 5$
determined to be comparable to normal local star-forming galaxies, including a \( L_{\text{CII}} / L_{\text{FIR}} \) ratio higher than extreme starbursts and AGN-hosted SMGs. Unfortunately, an infrared/optical counterpart remains undetected and the stellar properties of the galaxy has yet to be constrained.

### 6.4.2. J1148+5251

J1148+5251 in Table 3 barely meets the canonical 850 \( \mu \)m SMG criterion of \( S_{850} > 5 \) mJy. It was detected as a bright quasar at a redshift of 6.42 in SDSS (Fan et al., 2003). The source is bright in submm wavelengths with a far-infrared luminosity of a HyLIRG with value \( \sim 2 \times 10^{13} \) L\( _{\odot} \) (Beelen et al., 2006) and a SFR in excess of 3000 M\( _{\odot} \) yr\(^{-1} \). It is also gas rich with a total molecular gas mass of \( \sim 2.5 \times 10^{10} \) M\( _{\odot} \) distributed over a diameter of 5 kpc (Walter et al., 2003). Riechers et al. (2009) find that half of the integrated SFR is concentrated over a nuclear region of just 0.75 kpc in radius (Riechers et al., 2009) with an SFR surface density of 1000 M\( _{\odot} \) yr\(^{-1} \) kpc\(^{-2} \), close to an Eddington-limited maximal starburst (Walter et al., 2009). J1148+5251 is interesting in that the maximal SFR is spread over a kpc region while in \( z \sim 2 \) SMGs and local nuclear ULIRG starbursts such high SFR surface density is limited to 100 pc areas.

### 6.4.3. HFLS3

The Herschel-SPIRE-selected galaxy HFLS3 was found from a systematic search for \( z > 4 \) SMGs in HerMES SPIRE maps based on the color information from 250 to 500 \( \mu \)m (Figure 34). As the SED is redshifted, assuming typical dust temperatures at the level of 30–45 K, one expects the SED for \( z > 4 \) DSFGs to peak at 500 \( \mu \)m with a non-detection at 250 \( \mu \)m. The selection process of such red galaxies, using optimally filtered maps based on a color criterion, is discussed in Dowell et al. (2013). One of the reddest galaxies in this sample is HFLS3 (Riechers et al., 2013b) with \( L_{\text{FIR}} \sim 2 \times 10^{13} \) and inferred SFR of 2,900 M\( _{\odot} \) yr\(^{-1} \). It has been detected in 7 CO lines, 7 H\( _2 \)O lines, OH, OH\(^+ \), H\( _2 \)O\(^+ \), NH\(_3 \), [CI], and [CII] lines in emission or absorption, providing a wealth of information on the conditions related to a starburst during the end of reionization epoch. The dust, molecular, and atomic gas masses of HFLS3 are \( 10^9 \) M\( _{\odot} \), \( 10^{11} \) M\( _{\odot} \), and \( 2 \times 10^{10} \) M\( _{\odot} \), respectively. The gas-to-dust ratio of 80, the gas mass fraction of 40% relative to the dynamical mass of \( \sim 3 \times 10^{11} \) M\( _{\odot} \), and the gas depletion time scale of \( \tau_{\text{gas}} / \tau_{\text{sfr}} \sim 40 \) Myr are comparable to \( z \sim 2 \) SMGs. From [CI], HFLS3 is known to contain an atomic carbon mass of \( \sim 4 \times 10^7 \) M\( _{\odot} \).

At the measured SFR, such a high mass of carbon could be assembled through supernovae over a timescale of 10 Myrs. The CO SLED and radiative transfer modeling show the molecular gas mass to have a kinetic temperature of about 150 K with a gas density around 6,000 cm\(^{-3} \), similar to gas densities in local ULIRGs. More interestingly, the submm spectra show H\(_2\)O and OH lines with upper level energies \( E / k_B > 300-450 \) K and critical densities in excess of \( 10^8 \) cm\(^{-3} \). These H\(_2\)O line intensities and ratios are consistent with radiative pumping by infrared photons of the massive starburst in addition to collisional excitations. This scenario is different from AGN-dominated ULIRGs such
as Mrk 231 where the $\text{H}_2\text{O}$ line intensities and ratios provide evidence for hard radiation associated with the luminous AGN.

6.4.4. HLS J0918+5142

The $z = 5.2$ lensed DSFG HLS J0918+5142 was identified from Spire maps of galaxy cluster Abell 773 at $z = 0.22$, though the DSFG is primarily lensed by a foreground galaxy at $z = 0.63$ and not the galaxy cluster (Combes et al., 2012). At submm wavelengths it is magnified by a factor of $9 \pm 2$ (Rawle et al., 2013). The source is made up of multiple velocity components in the CO(1-0) line with one of the components at $-700 \pm 40$ km s$^{-1}$ having an unusually high $L_{\text{[NII]}}/L_{\text{[CII]}}$ ratio of $\sim 0.12$, where a ratio with typical values around 0.05 is seen in another high-$z$ [NII] detection at $z = 4.7$ (Nagao et al., 2012). Rawle et al. (2013) identifies this velocity-resolved component as an ionized, molecular outflow. Another possibility is a less active companion galaxy with a lower density and cooler gas leading to less vigorous star-formation than in other components.

6.4.5. Lensed SPT sources

The two SPT sources, SPT0243-49 and SPT0346-52, are part of the large sample of SPT 1.4mm-selected lensed DSFGs with ALMA-determined redshifts reported in (Vieira et al., 2013). The lens model of SPT0346-52 is described in Hezaveh et al. (2013) and is found to have a magnification in the submm of 5.6 with an intrinsic 860$\mu$m flux density of 23 mJy. This puts an intrinsic SFR surface density of $4200 M_\odot$ yr$^{-1}$ kpc$^{-2}$, close to or well-above the Eddington limit for starbursts.
7. Clustering and Environment

While most DSFGs at high-z are either galaxies that appear to be in relative isolation, or an ongoing galaxy merger, a number of observations over the last five years have identified some of the most luminous DSFGs at high-z as lying in potential proto-clusters of galaxies. It should be noted that the galaxies that have been identified as being potential protocluster members are rare—the average DSFG is not found in these environments. The DSFGs that are described in this subsection are of order the most luminous DSFGs known, and comparable to the most luminous galaxies known in the Universe.

7.1. Environments of DSFGs

The first DSFG to be identified as a potential protocluster was GN20, discovered in the GOODS North (hence the “GN” in GN20) field (Pope et al., 2005). Serendipitously, Daddi et al. (2009) discovered CO emission lines from the system, and placed the redshift of the SMGs at z ~ 4 (the physical characterization of GN20 itself was discussed in § 6.2). The brightest galaxies in the area are GN20 with $S_{850} = 20.3$ mJy at $z = 4.055$ (potentially the brightest unlensed SMG known to date), and GN20.2a and b with a total flux density of $S_{850} = 9.9$ mJy and at $z = 4.051$. The concentration also contains a fourth fainter SMG at a few arcminutes away and at $z = 4.0424$. Along with these SMGs, numerous Lyman break galaxies reside within 25″ of GN20 (distance separation of 170 kpc), corresponding to an overdensity of $\sim 6\sigma$ (Daddi et al., 2009) (Fig. 32). The total estimated mass of the proto-cluster is around $\sim 10^{14} M_\odot$. While such a mass is consistent with present-day galaxy groups or a low-mass galaxy cluster, at $z = 4$, such a mass corresponds to one of the highest density peaks. The evolutionary path of such a high mass halo at $z = 4$ is such that it will easily evolve to a massive cluster today with a total mass in excess of $\sim 5 \times 10^{15} M_\odot$. Thus the DSFGs seen in GN20 are likely the galaxies that will evolve in to brightest cluster galaxies (BCGs).

Capak et al. (2011) examined the COSMOS data set, and found four galaxies at $z \sim 5.3$, all centered around an extreme starburst originally detected with the AzTEC camera at 1.1 mm, COSMOS AzTEC-3 (Younger et al., 2007). The system has an inferred star formation rate of $\sim 1500 M_\odot/yr^{-1}$, and within 2 Mpc of the starburst, there are 11 objects with luminosities greater than $L_\odot$. A similar overdensity of galaxies has been seen to be associated with the $z = 5.2$ Scuba SMG, HDF850.1 (Walter et al., 2012). These results suggest the clear case that $z > 4$ luminous SMGs are more likely to be associated with overdensities of galaxies at their redshifts. Finding multiple SMGs undergoing a concurrent starburst, such as GN20, is likely to be rare. It will be interesting to see in the near future if currently known highest redshift SMG, HFLS3 (Riechers et al., 2013b), is associated with a proto-cluster or not.

Moving down in redshift to the peak epochs of the SMG redshift distribution at $z \sim 2.5$, Ivison et al. (2013) exploited the relationship between $L'_{CO}$ and the CO line width to search for luminous galaxy mergers. $L'_{CO}$ and CO line widths are correlated for unlensed galaxies (Bothwell et al., 2013a), while lensed galaxies show a clear departure from this relation with a flat trend (Harris et al., 2012) (Fig. 35). Searching for for the brightest galaxies in the H-ATLAS survey that falls on the unlensed portion of the $L'_{CO}-CO$ FWHM relationship, Ivison et al. (2013) found a group of four intrinsically luminous galaxies at $z \sim 2.5$ across a $\sim 100$ kpc region. A suite of panchromatic data showed these galaxies are extremely molecular gas rich and have star formation rates between $\sim 600 \text{–} 3500 M_\odot/yr^{-1}$, for the individual components.

Similarly, Fu et al. (2013) identified HXMM01 from HerMES as an extremely bright SMG at $z \sim 2.3$ that resolves into two sources separated by $\sim 3''$ (roughly 25 kpc). The total flux density is roughly $S_{870} \sim 20$ mJy, and each individual galaxy qualifies as an SMG. The individual stellar masses from the system are each $> 10^{11} M_\odot$, while the galaxy is among the brightest CO emitters known to date. The baryonic gas fraction of the galaxy is $\sim 50\%$, even after accounting for CO-H$_2$ conversion factor issues (c.f. § 8.5), making this one of the most gas rich systems at these masses found to date.

7.2. Clustering of DSFGs

The clustering of galaxies at high-redshift provides a valuable constraint on their dark matter halo masses and their occupation number, especially in the context of the halo model for large-scale structure galaxy distribution (Cooray & Sheth, 2002). The halo mass scale of DSFGs is helpful to understand the mass scale at which starbursts are frequently found and can be compared to theoretical and numerical predictions related to efficient gas-cooling in dark matter halos (Dekel et al., 2009a,b Behroozi et al., 2013). The occupation number of DSFGs is useful to establish the satellite fraction of galaxies in the halos that host starbursts. In return the occupation number can provide information.
Figure 35: $L'_\text{CO}$ vs FWHM for CO(1-0) of lensed and unlensed SMGs. The two red stars show the measurements of the two components of HXMM01. The big blue squares with error bars are unlensed and lensing-corrected SMGs with CO(1-0) measurements (Riechers et al., 2011c; Ivison et al., 2011; Harris et al., 2010; Carilli et al., 2010) and the small blue squares are mostly SMGs with higher-J CO line measurements converted to CO(1-0) using the mean observed ratios (Bothwell et al., 2013; Carilli & Walter, 2013). The red line shows the best-fit relation for unlensed SMGs. The grey filled circles with error bars are the GBT CO(1-0) measurements of the brightest lensed SMGs in the H-ATLAS survey (Harris et al., 2012). The figure is reproduced with permission from Fu et al. (2013).
Figure 36: Clustering measurements of DSFGs at a variety of far-IR/submm wavelengths. Clockwise from top-left, we show the clustering measurements reported in the recent literature at 24 µm (Magliocchetti et al., 2007) from Spitzer/MIPS, 250 µm (Cooray et al., 2010) with Herschel/SPIRE, 870 µm in terms of a cross-correlation with an overlapping lyman-break galaxy distribution in ECDFS (Hickox et al., 2012) with LABOCA, and at 1.1 mm (Williams et al., 2011) with AzTEC on ASTE. The figure panels are reproduced with permission from each of the above references.
related to galaxy merging and concurrent starbursts in dark matter halos. With halo mass and occupation number in hand, one can also infer connections between seemingly different populations of galaxies at high-$z$, as well as provide strong constraints on the theory of dusty galaxy formation (as discussed in §10). In this subsection, we review the results from clustering measurements of different populations of dusty galaxies.

The traditional approach in clustering studies is to measure the correlation length of a population of galaxies and compare it to cosmological structure formation simulations in order to infer the halo mass of the observed galaxies. Blain et al. (2004) provided the first measure of the clustering length of 850\mu m submillimeter galaxies with $S_{850} > 5$ mJy, and provided the first evidence that SMGs reside in extremely large halo masses, with masses $\sim 10^{13} M_{\odot}$ (with relatively large error bars). The measured clustering length from the Blain et al. (2004) study was $\sim 6.9 \pm 2.1 h^{-1}$ Mpc. While the uncertainty was large, this initial measurement provided critical information that SMGs resided in the extreme tail of the halo mass function, and constrained dusty galaxy formation scenarios accordingly. Weiße et al. (2009b) performed an 870 \mu m survey of the Extended Chandra Deep Field South (ECDFS) with the LABOCA camera on the APEX telescope, and found a spatial correlation length of $\sim 13 \pm 6 h^{-1}$ Mpc. While selected at a slightly longer wavelength (1.1 mm), Williams et al. (2011) presented a clustering measurement of AzTEC sources in the COSMOS field, and provided one of the first statistically significant measurements of SMGs at high-$z$. Williams et al. (2011) find upper limits on the correlation length of $\sim 6 - 8 h^{-1}$ Mpc for 1.1 mm sources with $S_{1.1} \sim 3.7$ mJy (Fig. 36), which translates roughly to the 850\mu m selection thresholds of the earlier works.

To date, the tightest constraint on the clustering amplitude of SMGs has been performed by Hickox et al. (2012), who re-analyzed the Weiße et al. (2009a) LABOCA survey of the ECDFS, though added new redshift constraints (Wardlow et al. 2011), as well as the clustering analysis methodology of Myers et al. (2009). In this approach, instead of a direct auto-correlation of the DSFG detected at 870 \mu m, which has a low signal-to-noise ratio due to overall low source counts in even deep ground-based fields such as ECDFS in the LESS survey (Weiße et al. 2009b), the authors pursue a cross-correlation of the 870 \mu m galaxies with optically-selected sample of galaxies in the same

Figure 37: Auto-correlation length $r_0$ of DSFGs compared to a variety of galaxy populations over the redshift interval $0 < z < 3$. These include optically-selected SDSS QSOs at $0 < z < 3$ (Myers et al., 2006), Ross et al. (2009) Lyman-break galaxies (Adelberger et al., 2005), MIPS 24 \mu m-selected star-forming galaxies at $0 < z < 1.4$ (Gilli et al., 2007), AGES and DEEP2 red and blue galaxies at $0.25 < z < 1$ from the AGES (Hickox et al., 2009; Coil et al., 2008) SDSS-selected luminous red galaxies (LRGs) at $0 < z < 0.7$ (Wolfe et al., 2008), and optically-selected galaxy clusters at $0.1 < z < 0.3$ (Estrada et al., 2009). The figure also shows the $r_0$ for low-redshift galaxies with $r$-band luminosities in the range $1.5$ to $3.5 L_\odot$, derived from the luminosity dependence of clustering (Zehavi et al., 2011). Dotted lines show $r_0$ versus redshift for dark matter halos of different masses. The thick solid line shows the expected evolution in $r_0$ for the halo mass estimated by Hickox et al. (2012) as the best-fit halo mass for $S_{850} >$ few mJy SMGs at $z = 2$. This evolution suggests that the SMGs are likely to evolve into luminous elliptical galaxies in the local Universe. The figure is reproduced with permission from Hickox et al. (2012).
field with known redshifts and known clustering properties. By fixing the galaxy clustering properties, the authors can in return infer the clustering properties of the SMG sample. They infer an auto-correlation length of $7.7 \pm 2.3$ h$^{-1}$ Mpc at 870$\mu$m and a characteristic halo mass of $\sim 6 \times 10^{12} M_\odot$ for SMGs (Hickox et al., 2012). Based on the evolution of dark matter haloes derived from simulations, Hickox et al. (2012) show that the present-day descendants of these bright $S_{870} \sim$ few mJy SMGs are typically massive elliptical galaxies equivalent to $L \sim 2$ to 3 $L_\star$ luminous-red galaxies studied in SDSS and are located in small to moderate-size galaxy groups with halo masses $\sim 10^{13} M_\odot$ (Fig. 37).

Interestingly, Dust Obscured Galaxies (DOGs) selected for optical faintness and 24 $\mu$m flux density exhibit similar clustering amplitudes as SMGs, though the amplitude is of course flux dependent. Brodwin et al. (2008) found that DOGs selected above a 24 $\mu$m flux density $S_{24} > 0.3$ mJy have $r_0 = 7.4 h^{-1}$ Mpc, quite similar to the Hickox et al. (2012) autocorrelation length of SMGs of $r_0 = 7.7 h^{-1}$ Mpc. The inferred halo masses for luminous SMGs and DOGs are not terribly dissimilar from constraints on optically-selected quasars (Croom et al., 2005; White et al., 2012).

Similarly, Cooray et al., (2010) utilized data from the HerMES survey to find that galaxies selected at 250$\mu$m above 30 mJy have halo masses in the same range as observed SMGs ($\sim 5 \pm 4 \times 10^{12} M_\odot$) with data from the Lockman-SWIRE field with close to $10^4$ 250 $\mu$m galaxies. Cooray et al. (2010) also showed the excess clustering at arcminute angular scales, resulting from the 1-halo clustering term. This non-linear clustering, under the halo model ansatz, can be described as due to the correlation of multiple DSFGs in dark matter halos. The halo model fits to the clustering (Fig. 36) shows that roughly $(14 \pm 8)\%$ of DSFGs with $S_{250} > 30$ mJy appear as satellites in more massive halos than $\sim 10^{12} M_\odot$. We note that slightly different results related to galaxy clustering at $S_{350}$ wavelengths is reported in Maddox et al. (2010). At low-redshifts with $z < 0.5$, the clustering of DSFGs are similar to blue, star-forming galaxies with a correlation length $\sim 4.6 \pm 0.5$ Mpc (van Kampen et al., 2012; Guo et al., 2011) and are less-clustered than the dark matter distribution with a linear bias factor less than one ($b = 0.7 \pm 0.1$).

7.3. Clustering of Faint, Unresolved DSFGs through the CIB Anisotropy Power Spectrum

While the spatial distribution of individually detected galaxy counts provides information on the DSFG clustering of resolved sources, maps at far-IR/submm wavelengths can also be used to probe the clustering properties of the unresolved, fainter galaxy population. This is similar in spirit to $P(D)$ statistics that probe the faint source counts below the detection level by studying the histogram of the pixel counts associated with confusion noise.

In the case of clustering, information related to the spatial distribution of the fainter sources below the confusion noise comes from clustering studies related to the unresolved fluctuations. In particular, the angular power spectrum of the confusion noise, or the cosmic infrared background (CIB), captures the underlying spatial distribution of the fainter sources. While the fainter galaxies are individually undetected, due to gravitational growth and evolution in the large-scale structure these galaxies are expected to be clustered (Cooray & Sheth, 2002). In the ansatz of the halo model (Cooray & Sheth, 2002) the faint galaxy clustering captures the statistics on how they occupy the dark matter halos in the universe. The resulting anisotropies of the CIB are then a reflection of the spatial clustering of dark matter halos that are hosted by faint DSFGs and the total CIB intensity produced by those galaxies. In practice, these CIB anisotropies, are best studied with the angular power spectrum of the background pixel intensity with or without an accounting of the bright sources that are individually detected in the maps.

Early attempts to measure the angular power spectrum of the CIB resulted in low signal-to-noise ratio measurements at 160$\mu$m with Spitzer/MIPS (Lagache et al., 2007) and at 250, 350 and 500$\mu$m with BLAST (Viero et al., 2009). The wide area maps with Herschel-Spire have allowed CIB power spectrum studies to be extended to larger angular scales with improved signal-to-noise ratio measurements, while Planck/HFI have allowed these power spectrum studies to be extended to longer mm-wave wavelengths probing clustering of the CIB component arising from highest redshifts. The first clear detection of the CIB power spectrum over the angular scales between 30 arcseconds and 30 arcminute was reported in Amblard et al. (2011). Since then, additional measurements of the CIB power spectrum have come from Planck (Planck Collaboration et al., 2013b) and with additional Spire maps from HerMES (Viero et al., 2012) and Herschel-ATLAS (Thacker et al., 2013) (see Figure 38). With HerMES data, Viero et al. (2012) have also presented the cross-correlations between Spire wavelengths, providing additional information on the faint source spatial and redshift distributions. At wavelengths corresponding to Herschel-Spire, the CIB power spectrum at degree angular scales, especially at 250$\mu$m, is contaminated by the Galactic cirrus. The spatial resolution of Spire, say relative to Planck/HFI, is such that one can probe the clustered fluctuations down to 30 arcsecond angular scales. At those small non-linear scales, the clustering power spectrum is dominated by the 1-halo term associated...
Figure 38: Angular power spectra of the CIB at 250 µm (top), 350 µm (middle) and 500 µm (bottom). In the left panels, the power spectra are plotted as $C_l$ prior to the removal of the shot-noise term. In the right panels we show the power spectra as $\ell^2 C_l / 2\pi$ after removing the shot-noise level at each of the wave bands. The curves on the right panels show the halo models for CIB power spectrum separated into 1-halo, 2-halo, and the total signal. The solid line that scales roughly as $\ell^2 C_l \sim \ell^{0.9}$ is the best-fit Galactic cirrus fluctuation power spectrum. It is higher at 250 µm relative to the amplitude at 500 µm due to colder dust temperature of the Galactic ISM. The plotted measurements are from Herschel-ATLAS Thacker et al. (2013), HerMES Amblard et al. (2011), Viero et al. (2012), and Planck Planck Collaboration et al. (2013b), with latter including the most recent flux calibration of the Planck/HFI channels. Within the statistical errors, these power spectra measured over multiple fields and with two different instruments agree with each other. The figure also highlights the difference between Herschel/SPIRE resolution at 18 to 36 arcseconds vs. Planck/HFI resolution at 4.5 arcminutes and above: SPIRE spectra are able to probe more accurately the 1-halo term of CIB power spectra.
with correlations between bright central galaxies and fainter star-forming galaxies that appear as satellites in the same dark matter halos. The halo model interpretation of the first measurements of the HerMES spectra suggests that the halo mass scale for peak star-formation activity is \( \log M_{\text{peak}}/M_\odot \sim 13.9 \pm 0.6 \) and the minimum halo mass to host dusty galaxies is \( \log M_{\text{min}}/M_\odot \sim 10.8 \pm 0.6 \) \cite{Amblard2011}. These were based on earlier predictions related to the expected \textit{Herschel} and Planck CIB fluctuations \cite{Amblard2007}. Recent modeling, involving conditional luminosity functions \cite{Cooray2006}, have now improved these early conclusions \cite{DeBernardis2012, Viero2012, Shang2012, Xia2012}.

Moving beyond statistics related to the faint DSFGs, the CIB angular power spectrum, in principle, captures the spatial distribution of the background intensity, regardless of whether the emission is from individual point sources or from smoothly varying diffuse sources, such as intracluster and intragroup dust. Thus the angular power spectrum is expected to be a sensitive probe of the total dust content in the Universe. The existing estimates of the dust abundance from direct emission measurements make use of the submm luminosity \cite{Dunne2003} or dust mass \cite{Dunne2011} functions. However, such functions are generally based out of extrapolations to fainter fluxes of the measured bright DSFG counts and the faint-end extrapolation could easily have a systematic bias. The CIB anisotropy power spectrum should capture the integrated emission from all DSFGs, including faint sources at the flux density scale that dominates the confusion noise. At shorter UV to optical wavelengths estimates of the cosmic dust abundance rely on the extinction of optical light, especially with measurements that combine magnification and extinction of quasars behind samples of foreground galaxies \cite{Menard2010, Menard2012}. The indirect dust abundance estimates from extinction at UV and optical wavelengths should in principle be consistent with direct dust abundance measurements in the far-infrared and submm wavelengths. In \cite{Thacker2013} this comparison was made by making use of the CIB anisotropy power spectrum as a way to estimate the total dust abundance responsible for CIB fluctuations, \( \Omega_{\text{dust}}(\tau) \), the cosmic abundance of dust relative to the critical cosmological density, as a function of redshift. Integrating over the dusty galaxy population responsible for the background anisotropies, \cite{Thacker2013} find \( \Omega_{\text{dust}} = 10^{-6} \) and \( 8 \times 10^{-6} \) in the redshift range \( z \sim 0 \sim 3 \). This dust abundance is consistent with estimates of the dust content in the Universe using quasar reddening and magnification measurements in the SDSS (Fig. 39).

### 7.4. Cosmic Magnification of Submm Sources

In addition to changes to the number counts, gravitational lensing of background sources by foreground large-scale structure also results in an angular cross-correlation between the background lensed source population and the foreground mass distribution. For a background population with steep number counts like DSFGs at far-IR and submm wavelengths, the resulting effect is such that near the foreground mass concentrations, where the magnification is expected to be high, there will be an overall density enhancement of DSFGs. Near low density environments, one does not expect to see an increase in the magnified DSFG counts. In terms of the large-scale structure spatial distribution this then results in a correlation between a tracer field of the foreground mass, such as foreground galaxies, and the background DSFGs. And this cross-correlation exists even if the tracer field in the foreground has no overlap in the redshift distribution with the background sources. To separate intrinsic clustering from this magnification effect, the magnification-induced cross-correlation is best measured with samples of foreground galaxies and background DSFGs that do not overlap in redshift. When combined with the number counts, such a cross-correlation study can provide constraints on cosmological parameters and galaxy bias, a key ingredient in galaxy formation and evolution models \cite{Cooray2002, Jain2002}.

Previous attempts at measuring the lensing-induced cross-correlation between foreground optical galaxies and background submm sources resulted in statistically insignificant results. \cite{Almaini2005} measured the cross-correlation between 39 submm sources detected by SCUBA and optical sources at lower redshifts with a median of about 0.5 and found some marginal evidence for a cross-correlation due to magnification. This significance was further lowered in a similar study by \cite{Blake2006}. Using DSFGs detected in the early \textit{Herschel}-SPIRE data of HerMES \cite{Wang2011b} found a statistically significant evidence for cosmic magnification over the angular scales of 1 to 50 arcminutes by cross-correlating DSFG samples selected to be at high redshift based on SPIRE colors against a sample of SDSS galaxies with known redshifts overlapping in the same sky area.

A separate study on cosmic magnification was presented by \cite{Hildebrandt2013}. Here, instead of cross-correlating background SPIRE sources against foreground galaxies, the authors selected a sample of low-redshift DSFGs at 250\( \mu \)m. They were cross-correlated against a sample of \( z \sim 3 \sim 5 \) LBGs. The resulting cross-correlation function was interpreted as due to cosmic magnification, i.e. lensing of LBGs by dark matter halos of low-redshift.
DSFGs, and dust extinction. They measure the typical dark matter halo mass of bright 250\(\mu\)m-selected DSFGs to be about \(\log M_{\text{halo}}/M_\odot = 13.2 \pm 0.08\) with a dust mass of about \(6 \times 10^{-5} \times M_{\text{halo}}\) in these dark matter halos. These measurements connect 250\(\mu\)m-bright DSFGs at \(z \sim 0.5\) to 1 to be hosted in massive group-sized dark matter halos instead of Milky-way or late-type like halos with total dark matter masses of around \(10^{12} M_\odot\).

7.5. DSFGs as a tracer of the CMB lensing potential

Gravitational lensing of the cosmic microwave background (CMB) by large-scale structure dark matter distribution has now been detected with arcminute-scale CMB experiments, such as the South Pole Telescope (van Engelen et al., 2012) and the Atacama Cosmology Telescope (Das et al., 2013) and with Planck (Planck Collaboration et al., 2013). With the background source at the last scattering surface at a redshift of 1100, CMB is mostly lensed by large-scale structure at redshifts of \(z \sim 2 - 3\) (Cooray & Hu, 2000). The CIB and DSFGs that make up the background are ideal tracers of the CMB lensing potential, as was first proposed by Song et al. (2003). The cross-correlation between DSFGs and the mass map responsible for CMB lensing has now been detected with SPT (Holder et al., 2013), with a map of Herschel/SPIRE for DSFGs (Fig. 40), and separately with Planck, using Planck/HFI CIB maps (Planck Collaboration et al., 2013a). A cross-correlation of the Herschel/SPIRE map and SPT polarization maps has also been used to detect the arcminute-scale lensing signal in the CMB B-modes of polarization (Hanson et al., 2013).
Figure 40: The South Pole Telescope (SPT) survey’s lensing mass map of the CMB in its deepest 100 sq. degree area (top left) overlaid on DSFG/CIB maps from Herschel-SPIRE at 500 µm (top right), 350 µm (bottom left), and 250 µm (bottom right). The color scale shows the CIB intensity, with red/blue showing the increased/decreased galaxy intensity, while contours represent the CMB lensing mass map. The maps and overlays show a strong cross-correlation of the two even by eye. The figure is reproduced with permission from Holder et al. (2013).
8. Molecular Gas and Star Formation

This section reviews the status of both observations and theory of the star-forming molecular (H$_2$) gas in high-redshift DSFGs. When necessary, we provide some background into local observations to serve as a reference point. Other reviews in the last decade in this field can be found in Solomon & Vanden Bout (2005), Omont (2007) and Carilli & Walter (2013).

8.1. Basic Definitions

The amount of molecular line emission observed from a galaxy is typically expressed as the line luminosity. Here, we will take the example of CO as the emitting molecular line. CO could, in principle, be swapped out for other molecular species. The line luminosities are defined as either $L'_{\text{CO}}$, or $L'_{\text{H}_2}$. These are (Solomon & Vanden Bout, 2005):

$$\frac{L_{\text{CO}}}{[L_\odot]} = 1.04 \times 10^{-3} \times \frac{S_{\text{CO}}}{[\text{Jy km s}^{-1}]} \times \frac{v_{\text{rest}}(1+z)^{-1}}{[\text{GHz}]} \times \frac{D^2}{[\text{Mpc}^2]}$$

(17)

$S_{\text{CO}}\Delta v$ is the velocity integrated CO flux (Jy - km s$^{-1}$), $v_{\text{rest}}$ is the rest frequency in GHz, $D_L$ is the luminosity distance in Mpc, and $L_{\text{CO}}$ has units of L$\odot$. $L_{\text{CO}}$ is a measure of the total energy output from the CO line. Alternatively, the areal-integrated CO intensity $L'_{\text{CO}}$ is defined as:

$$\frac{L'_{\text{CO}}}{[\text{K km s}^{-1} \text{ pc}^2]} = 3.25 \times 10^7 \times \frac{S_{\text{CO}}\Delta v}{[\text{Jy km s}^{-1}]} \times \frac{D^2_{\text{L}}}{(1+z)^3}$$. \text{obs}$\times$[GHz$^2$/Mpc$^2$]

(18)

where the prefactor $3.25 \times 10^7$ is simply $c^2/2k$ (scaled by powers of 10 to make the rest of the units comply), and $k$ is Boltzmann’s constant. $L'_{\text{CO}}$ is typically used to convert from a CO luminosity to an H$_2$ gas mass (see the discussion in § 8.2).

Exciting a molecular line is done through a combination of collisional and radiative excitation. When lines are optically thick, line photon trapping can enhance molecular excitation. A convenient metric for thinking about the conditions necessary to drive the excitation of a given molecular line is the critical density. This is the density at which the Einstein A coefficients for spontaneous de-excitation out of a level is equivalent to the collisional excitation rate into a level: $n_{\text{crit}} = A/γ$. A summary of critical densities for a number of commonly observed molecular and atomic line transitions is given in Carilli & Walter (2013) for $T = 100$ K. Oftentimes it is assumed that if a line is observed, the densities present in the emitting gas are above the critical density for the line excitation. However, as pointed out by Evans (1999), this is too simplistic of a picture. In reality, line pumping of excitation levels can be a significant enough effect that the effective density ($n_{\text{eff}} \approx n_{\text{crit}}/τ_{\text{line}}$) for excitation can be much lower than the critical density. The effective densities to produce a 1 K line for a variety of molecules and transitions are given in Evans (1999) and Reiter et al. (2011).

8.2. Deriving H$_2$ Gas Masses from High-Redshift Galaxies

As one of the principle uncertainties in deriving molecular gas properties in galaxies at all redshifts is converting from the observable, carbon monoxide emission lines (hereafter, CO), to the physical quantity of interest, molecular hydrogen (H$_2$) gas mass, we briefly review what is known about the infamous CO-H$_2$ conversion factor. We note that an excellent in depth review of the topic has recently been written by Bolatto et al. (2013).

The CO-H$_2$ conversion factor is alternatively monikered $X_{\text{CO}}$ (or the “X-factor”), as well as $α_{\text{CO}}$. Formally, the $X_{\text{CO}}$ relates the velocity-integrated CO intensity ($W_{\text{CO}}$) in K km s$^{-1}$ to the gas column density via $X_{\text{CO}} = N_{\text{H}_2}/W_{\text{CO}}$, while $α_{\text{CO}}$ converts from CO line luminosity to the total gas mass: $α_{\text{CO}} = M_{\text{H}_2}/L'_{\text{CO}}$. The two are linearly related:

$$\frac{X_{\text{CO}}}{[\text{cm}^{-2}/\text{K km s}^{-1}]} = 6.3 \times 10^{19} \times \frac{α_{\text{CO}}}{[\text{M}_\odot \text{ pc}^{-2} (\text{K km s}^{-1})^{-1}]}$$

(19)

We note that this relationship does not include the contribution of Helium, and that a scale factor of $\sim 4.65 \times 10^{19}$ between $X_{\text{CO}}$ and $α_{\text{CO}}$ is appropriate if including the contribution of Helium in the molecular gas mass. Within the
Figure 41: Observed $X_{\text{CO}}$ determinations vs. galaxy surface density for the Milky Way, local galaxy disks, local galaxy disk nuclei, $z \sim 0$ ULIRGs, and $z \sim 2$ SMGs and BzK galaxies. A clear inverse relationship is seen between $X_{\text{CO}}$ and $\Sigma_{\text{H}_2}$. Error bars are taken from uncertainties published in original papers; when no uncertainties are available, an error of 0.3 dex is assumed. Data are taken from Oka et al. (1998; MW Galactic Center), Downes & Solomon (1998; ULIRGs), Weiß et al. (2001; Bolatto et al. 2008; Sandstrom et al. 2012; Donovan Meyer et al. 2012, 2013; Local Disks), Magdis et al. (2011; Hodge et al. 2012; Magnelli et al. 2012b), Lisenov et al. (2013; Fu et al. 2013; SMGs) and Daddi et al. (2010a); Magdis et al. (2011; Magnelli et al. 2012b) (BzK galaxies). The range of Milky Way values is a typical observed range of conversion factors and surface densities for Galactic clouds. We include a factor 1.36 in converting from $X_{\text{CO}}$ to $\alpha_{\text{CO}}$. 
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Milky Way and Local Group (aside from the Small Magallenic Cloud [SMC]), the conversion factor appears to display a remarkably narrow range of $X_{\text{CO}} \approx 2 - 4 \times 10^{20} \text{cm}^{-2}/\text{K km s}^{-1}$ (or $\alpha_{\text{CO}} \approx 3 - 6 \text{ M}_\odot \text{ pc}^{-2} (\text{K km s}^{-1})^{-1}$) [Bloemen et al. 1986; Solomon et al. 1987; Blitz et al. 2007; Delahaye et al. 2011; Leroy et al. 2011; Donovan Meyer et al. 2011, 2012]. The independent $H_2$ mass measurements in these observations come from virial mass measurements, dust to gas ratio assumptions (or measurements), and $\gamma$-ray observations. Given that the global physical properties of molecular clouds within the Milky Way occupy a relatively limited range (i.e. gas temperatures, GMC velocity dispersion and cloud surface density), this result is not terribly surprising [Maloney & Black 1988; McKee & Ostriker 2007; Feldmann et al. 2011, Shetty et al. 2011b; Narayanan & Hopkins 2013].

Observations have noted two major points of departure from this relative constancy in the $X$-factor observed in the Local Group. First, in low-metallicity systems, the conversion factor appears to rise. Early observations of low-metallicity dwarf irregular galaxies showed a marked absence of CO emission [e.g. Tacconi & Young 1987]. Further studies have shown that indeed there is quite a bit of "CO-dark" molecular gas in these systems and other low-metallicity regions in galaxies, and that they are not simply molecular gas-poor [e.g. McQuinn et al. 2012; Schruba et al. 2012; Blanc et al. 2013]. The theoretical basis for this is that while $H_2$ can self-shield fairly easily, CO requires a column of dust approximately $A_V \approx 1$ to protect it from photodissociating radiation. At low metallicities, the relative size of the CO emitting region in a molecular cloud shrinks, thereby driving $X_{\text{CO}}$ up [Maloney & Wolfire 1997; Wolfire et al. 2010; Feldmann et al. 2011; Shetty et al. 2011b; Krumholz et al. 2011; Lagos et al. 2012; Narayanan et al. 2012b]. While the effect of CO photodissociation may play a role in lower-metallicity galaxies at high-$z$ [e.g. Genzel et al. 2012; Tan et al. 2013], for the typical dusty heavily star-forming systems that are the subject of this review, we can expect that this will play little part in driving any variations in $X_{\text{CO}}$ (though this effect may be important in more metal-poor Lyman Break Galaxies at high-$z$ [Muñoz & Furlanetto 2013].

Second, and more relevant to the galaxies of interest in this review, in regions of high gas surface density (or, high star formation rate surface density), $X_{\text{CO}}$ is observed to decrease from the typical Galactic value. This was seen first toward the Galactic Center [e.g. Oka et al. 1998; Strong et al. 2004], and has been noted in other nearby galactic nuclei as well [Sandstrom et al. 2012]. This effect was perhaps most famously pointed out by Downes & Solomon [1998], who showed that using a typical Milky Way $X$-factor in nearby galaxy mergers and starbursts would cause the inferred gas mass to exceed the dynamical mass. They found a range of derived $X_{\text{CO}}$ values from their sample, from a factor $\sim 20$ less than the Galactic mean value.

Despite the dispersion seen in local ULIRGs, in the fifteen years since the original Downes & Solomon [1998] study, the custom in the extragalactic literature has been to assume a bimodal CO-$H_2$ conversion factor. Typically, for normal star-forming systems such as the Milky Way, the community has adopted a value of $\alpha_{\text{CO}} \approx 4$, similar to typical GMCs in the Local Group, and for starburst galaxies and mergers, a value of $\alpha_{\text{CO}} \approx 0.8$ is typically assumed. When only considering local galaxies, there is indeed some rationale to this. Most disk galaxies that have been studied at high enough spatial resolution to resolve (at least massive) GMCs have shown that they seem to follow similar cloud scaling relations as in the Milky Way [Bolatto et al. 2008; Fukui & Kawamura 2010]. Similarly, it is likely that in the high-pressure environments typical of nearby starbursts, that one can expect the typical cloud structure to break down. Indeed, this was the basis of the original Downes & Solomon [1998] argument.

When considering high-redshift systems though, the case for a bimodal $X$-factor becomes quite a bit murkier. For example, disks at $z \sim 2$ can exhibit SFRs comparable to local galaxy mergers [e.g. Daddi et al. 2005]. Similarly, when examining the resolved (at scales of $\sim 100$ pc) properties of GMCs in a $z \sim 2$ disk, Swinbank et al. [2011] showed that the ISM may have a higher pressure, and hence molecular cloud surface densities and velocity dispersions. Either of these can severely impact $X_{\text{CO}}$, and local calibrations may not apply.

As a result of this, both observational and theoretical groups have paid significant attention to constraining how $X_{\text{CO}}$ varies as a function of physical environment at high-redshift in recent years. The first major observational constraints on $X_{\text{CO}}$ at high-$z$ were made by Tacconi et al. [2008]. These authors combined dynamical mass measurements made with high-resolution CO observations of $z \sim 2$ SMGs with stellar mass measurements to simultaneously constrain the stellar initial mass function (IMF), and the CO-$H_2$ conversion factor. They found a combination of a Chabrier IMF and $X$-factor comparable to what is observed in local ULIRGs to provide the best match to their data. Other constraints on $X_{\text{CO}}$ in high-$z$ SMGs have come from both dust-to-gas ratio measurements [Magdis et al. 2011; Magnelli et al. 2012b; Fu et al. 2013] and dynamical arguments [Tacconi et al. 2008; Daddi et al. 2010a; Hodge et al. 2012]. These groups found a broad range of $X$-factors, ranging from $X_{\text{CO}} \sim 2.5 - 6.3 \times 10^{20} \text{ cm}^{-2}/\text{K km s}^{-1}$ (or $\alpha_{\text{CO}}$ ranging from $\sim 0.4 - 1 \text{ M}_\odot \text{ pc}^{-2} (\text{K km s}^{-1})^{-1}$). The range of $X_{\text{CO}}$ values for high-$z$ SMGs ranges from lower than
to higher than the typical $z \sim 0$ ULIRG value, and provides some evidence that the $X$-factor is not strictly bimodal. Moreover, Magnelli et al. (2012b) find an inverse relationship between the conversion factor and dust temperature, which is consistent with the empirical inverse powerlaw correlation between $X_{\text{CO}}$ and gas surface density uncovered by Tacconi et al. (2008) and Ostriker & Shetty (2011). Turning toward more ’normal’ disk galaxies at high-$z$, Daddi et al. (2010b) utilize dynamical arguments to infer $\alpha_{\text{CO}} \sim 3.6 \, M_\odot \, \text{pc}^{-2} \, (\text{K} \, \text{km} \, \text{s}^{-1})^{-1}$ (i.e. only slightly less than the mean Milky Way value), while Magdis et al. (2011) find a value $\alpha_{\text{CO}} \sim 4 \, M_\odot \, \text{pc}^{-2} \, (\text{K} \, \text{km} \, \text{s}^{-1})^{-1}$ when considering dust-to-gas ratio based arguments.

In short, at both low and high-$z$, a large range of values of $X_{\text{CO}}$ is found observationally. No clear bimodality exists, nor is there any evidence for a single value that is applicable to all galaxies of a given luminosity or merger status. To be quantitative, in Figure 41 we have compiled $X_{\text{CO}}$ determinations for observed galaxies at low and high-redshift as a function of inferred molecular gas surface density. These include resolved regions in local disks, galaxy nuclei, local ULIRGs, and high-$z$ $B$$zK$ galaxies and SMGs. An inverse relationship between $X_{\text{CO}}$ and $\Sigma_{\text{H}_2}$ appears to exist, and $X_{\text{CO}}$ appears to be a smoothly varying function of galaxy physical properties. Like all galaxy populations, dusty galaxies at high-$z$ (and even individual subsets of dusty galaxies, such as SMGs) are a diverse group of galaxies, and no single conversion factor properly describes the range of physical conditions that is likely to exist in these galaxies. The large range in possible conversion factor in high-$z$ starbursts is similar to recent constraints from local ULIRGs, which suggest that local starbursts as well can have both Milky Way-like conversion factors, as well as much lower values (Papadopoulos et al. 2012).

Concomitant with the observational interest in the conversion factor in the last few years has been a flurry of theoretical activity in the field. Glover et al. (2010) and Glover & Mac Low (2011) utilized magnetohydrodynamic models of GMC evolution combined with chemical reaction networks to show that H$_2$ can survive in low metallicity environments, while CO can be more easily destroyed. These models were expanded upon by Shetty et al. (2011ab), who coupled these models with large velocity gradient radiative transfer simulations to explicitly predict the CO emission.

In the regime of large gas surface density, which is more pertinent to the galaxies at hand, Feldmann et al. (2011) coupled the GMC models of Glover et al. (2010) to a cosmological zoom simulation of an individual galaxy at $z \sim 2$. These authors found that at high surface densities, one might expect the $X$-factor to drop, similar to the empirical findings of Ostriker & Shetty (2011). Narayanan et al. (2011b) and Narayanan et al. (2012a) coupled 3D non-local thermodynamic equilibrium (LTE) radiative transfer calculations and dust radiative transfer simulations with smoothed particle hydrodynamic (SPH) models of disk galaxies and galaxy mergers to derive a functional form for the CO-H$_2$ conversion factor across a variety of environments. In terms of observables, they derive:

$$X_{\text{CO}} = \min \left[4, 6.75 \times \langle W_{\text{CO}} \rangle^{0.32} \right] \times 10^{20} \, \text{Z}^{-0.65}$$

(20)

where $\langle W_{\text{CO}} \rangle$ is the resolved CO surface brightness, and $Z$ is the metallicity in units of solar. The idea behind this model is that higher gas velocity dispersions and temperatures in heavily star-forming environments drive up the velocity integrated intensity of the optically thick CO emission line, and thus decrease $X_{\text{CO}} = N_{\text{H}_2}/W_{\text{CO}}$. Equation 20 predicts a smooth variation in $X_{\text{CO}}$ based on the physical conditions within a galaxy, rather than a bimodality. Obreschkow & Rawlings (2009) applied a Bayesian analysis to literature observational data, and recovered a similar correlation between the conversion factor and CO surface brightness, while Ballantyne et al. (2013) evolved analytic models for Eddington-limited starbursts to also find an inverse relationship between $X_{\text{CO}}$ and $W_{\text{CO}}$.

Lagos et al. (2012) utilize a semi-analytic model coupled with a photo-dissociation region (PDR) code to investigate the relationship between $X_{\text{CO}}$, metallicity, UV intensity, and gas surface density. These authors find a positive correlation between $X_{\text{CO}}$ and $\Sigma_{\text{H}_2}$. The few data that exist (Figure 41) suggest that $X_{\text{CO}}$ likely decreases at higher surface densities (e.g. Tacconi et al. 2008; Ostriker & Shetty 2011; Sandstrom et al. 2012).

Though the exact nature of the CO-H$_2$ conversion factor is unknown in both local and high-$z$ galaxies, significant progress has been made in the last decade. There is still a debate in the literature as to whether the CO-H$_2$ conversion factor is bimodal or continuous. This effectively boils down to assuming that the physical conditions in all starburst galaxies are exactly the same (and all normal disk galaxies are exactly the same), versus assuming that there may be dispersion and variation in different galaxies. The ramifications are severe. As we will discuss in the forthcoming subsections, whether one assumes a bimodal X-factor or one that varies with the physical conditions in galaxies has
implications for the star formation law (and hence for detailed models for star formation and ISM physics in starburst environments), and whether or not there is disagreement between the observed gas fractions of high-z dusty galaxies and those that derive from theoretical models.

8.3. Star Formation Laws and Efficiencies

Since the original works of Schmidt (1959), and the first major surveys nearly 30 years later by Kennicutt (1989), star formation astrophysicists have sought a physical origin for and empirical relation that describes the relation between the star formation rate and gas density. This is usually expressed in terms of the observable surface density terms:

\[ \Sigma_{\text{SFR}} = \epsilon' \Sigma_{\text{gas}} \]  

(21)

We will hereafter refer to Equation 21 interchangeably as the “Star Formation Law”, the “Kennicutt-Schmidt (KS) Law”, or the “KS Relation”. We will principally mean the surface density version of the relation, though at times will refer to the volumetric density analog of the equation, and be explicit when doing so. We will refer repeatedly to Figure 42 in this section.

While nearly every paper that investigates molecular gas in galaxies attempts to place their galaxy on the KS relation, it can be lost in the details of comparisons to other samples why the KS law is important. In principle, there are two major components to the KS relation—the power-law exponent, \( \alpha \) (which is often referred to as the slope of the relation as the quantities are typically plotted in a log-log plot reflecting the large dynamic ranges involved), and the normalization, \( \epsilon' \).

The normalization of the relation, \( \epsilon' \), reflects the inverse of the gas depletion timescale, and can be thought of as a measure of how easily stars form out of a parcel of gas. Buried in the physics that sets the efficiency are gas depletion, feedback, and turbulence-driven density distribution functions that drive the rate at which stars can form in a given parcel of gas. For example, as we will discuss later in this section, some observational claims point toward ULIRGs and SMGs having an efficiency, \( \epsilon' \) a factor \( \sim 10 \) greater than disk galaxies. If this is correct, this suggests that a parcel of gas in a ULIRG may form stars at a rate 10 times what is seen in a disk galaxy for the same gas surface density.

Similarly, the exponent associated with the KS relation can reveal insight into the underlying small scale physics of star formation, even when considering globally averaged quantities such as single dish galaxy observations. The slope, \( \alpha \) is a critical prediction most theories of star formation, and can thus be used as a distinguishing test for different models. For example, Krumholz et al. (2009b) suggest that if the SFR in a galaxy is determined by the fraction of gas in molecular form, the cloud surface density (which occupies a narrow distribution in galaxies like the Milky Way), and turbulence-regulated star formation efficiencies (\( \epsilon \)), then a linear KS relation is expected. On the other hand, in starburst-dominated regimes, where supernova-driven turbulence dominates the velocity dispersion and gas dominates the vertical pressure, Ostriker & Shetty (2011) and Faucher-Giguère et al. (2013) find an index of \( \sim 2 \) should describe the KS relation. These are simply two examples, and there are, of course, a wide range of theories that predict indices ranging from below unity to quadratic (see recent reviews by McKee & Ostriker 2007; Kennicutt & Evans 2012). In what follows, we will review recent progress over the last decade in this field, with a particular eye toward high-z galaxies. We refer the reader to the excellent recent review by Kennicutt & Evans (2012) for a more thorough summary of the star formation law in the Milky Way and nearby galaxies.

The seminal study of Kennicutt (1998b) compared the SFR of 36 nearby infrared-selected galaxies against the total gas mass as measured by HI and CO (as a proxy for H\(_2\)). Kennicutt derived an index of \( \alpha = 1.4 \). Over the

---

\( \epsilon' \) is often referred to as the 'star formation efficiency', and should be distinguished from alternative definitions for the star formation efficiency that appear in the literature as well:

\[ \epsilon = \frac{M_\star}{M_{\text{GMC}}} \]  

(22)

where \( M_\star \) is the stellar mass formed in a cloud, and \( M_{\text{GMC}} \) is the mass of the parent cloud.

\[ \epsilon_{\text{cosmic}} = \frac{M_\star}{M_{\text{gas}}} \]  

(23)

where \( M_\star \) is the SFR within a galaxy, and \( M_{\text{gas}} \) is the gas accretion rate onto the halo from the IGM. In the extragalactic literature, the star formation efficiency (SFE) most often means the inverse depletion timescale (\( \epsilon' \)), though the reader should take care as the definition from paper to paper will not always be consistent. In what follows, we will be explicit in our terminology for star formation efficiency.
Figure 42: Dependence of Kennicutt-Schmidt (KS) star formation relation on assumed CO-H$_2$ conversion factor ($X_{CO}$). For all plots, the circles represent quiescently star-forming galaxies (galaxies on the SFR-$M_*$ main sequence), and stars represent starbursts (galaxies a factor 2-3 above the main sequence). Small orange and blue symbols denote local galaxies, while large magenta and blue symbols denote galaxies at high-$z$. Contours represent resolved data from Bigiel et al. (2008). **Left:** KS relation plotting SFR surface density versus CO intensity (i.e. not converting to an H$_2$ gas surface density). **Middle:** KS relation plotting SFR surface density vs. H$_2$ gas surface density, assuming the traditional bimodal $X_{CO}$ conversion factor. The grey lines denote the best fit sequences to the quiescent galaxies and ULIRGs. This version of the KS relation has given rise to the terminology of multiple ‘modes’ of star formation (a quiescent mode and a starburst mode). **Right:** KS relation plotting SFR surface density versus H$_2$ gas surface density, but assuming a smoothly varying $X_{CO}$ conversion factor. The functional form for $X_{CO}$ is that of Equation 20, and can be derived either from empirical fits to observations (e.g. Ostriker & Shetty 2011), or numerical simulations (Narayanan et al. 2012b). When assuming a smoothly varying $X_{CO}$ (as opposed to a discontinuous one), the star formation relation is unimodal.
following decade, it became clear that the SFR is principally correlated with the H$_2$ gas in galaxies, and not HI (e.g. Wong & Blitz 2002). Utilizing data from the THINGS, HERACLES, and BIMA SONG surveys (Walter et al., 2005; Leroy et al., 2009; Helfer et al., 2003; Bigiel et al., 2008) investigated the resolved star formation law in nearby galaxies. These authors found that the SFR is principally correlated with H$_2$ gas (as traced by CO (J=2-1) in this case), and unassociated with HI in nearby galaxies. This result was extended to the atomic gas-dominated outskirts of nearby galaxies by Schruba et al. (2011). A principle result from these groups is that the SFR is linearly related to the molecular gas surface density on resolved (a few hundred pc) scales, when assuming a constant line ratio from CO (J=2-1) to (J=1-0) (with $\Sigma_{\text{CO}}$), as well as a constant $X_{\text{CO}}$. The results from Bigiel et al. (2008) and Leroy et al. (2008) are denoted by the colored contours in Figure 42. Henceforth, when we refer to the star formation law, we refer to the molecular gas KS relation, and discard any contribution to the gas content from atomic gas.

It should be noted that the claim of a linear KS law when considering normal, quiescent local galaxies has been disputed by a number of groups on varying physical grounds. For example, Liu et al. (2011) argue that when one subtracts the diffuse component from SFR maps, then a super-linear resolved KS relation emerges in NGC 3251 and NGC 5194. On the other hand, Shetty et al. (2013a,b) suggest that due to issues related to bisector fitting methods (which have been used in many of the resolved KS relation studies), the true KS slope should be sublinear. Indeed, there is no consensus on the observed KS slope in galaxies, even when only considering nearby, quiescent systems.

While the numbers of high $\Sigma_{\text{SFR}}$ galaxies in the local Universe are small as compared to quiescent systems, there appears to be a possible steepening of the KS relation at the transition from normal galaxies to starbursts (ULIRGs). The interpretation of this is muddied by X-factor assumptions, but such a steepening is potentially visible when considering the KS law in terms of observables itself. This is apparent in the left panel of Figure 42 where the light orange circles represent local quiescent galaxies, and the light (small) blue stars represent local starbursts. Gao & Solomon (2004b) find a slope of 1.25 in the resolved KS relation studies, the true KS slope should be sublinear. Indeed, there is no consensus on the observed KS slope in galaxies, even when only considering nearby, quiescent systems.

The dramatic increase in the number of CO detections at high-z in recent years (e.g. Carilli & Walter, 2013) have allowed for a significant expansion in the number of high $\Sigma_{\text{SFR}}$ galaxies, and thus a window into star formation in more extreme environments accordingly, though the interpretation of the results is steeply dependent on the form of the CO-H$_2$ conversion factor assumed. The first major CO surveys that examined the KS relation at high-z were presented by Greve et al. (2005) and Bouche et al. (2007) which were limited to only the brightest sources (i.e. SMGs). Bouche et al. (2007) found that, when utilizing a local ULIRG-like $X_{\text{CO}}$ conversion factor, the resulting KS relation (including local galaxies as well) was strongly superlinear, with an index of ~ 1.7. A superlinear index in the KS relation suggests that high $\Sigma_{\text{SFR}}$ galaxies have shorter gas depletion time scales than lower $\Sigma_{\text{SFR}}$ galaxies. On the other hand, other studies by Daddi et al. (2010) and Genzel et al. (2010) suggest that the KS relation may be linear when including high-z galaxies, though these studies additionally include more quiescent galaxies on the SFR-M$_\ast$ main sequence.

The situation gets potentially murkier when considering high-z systems due to the fact that high lying lines of CO are typically observed, rather than the ground-state transition owing to CO (J=1-0) being redshifted out of typical instrument bandpasses. Krumholz & Thompson (2007) and Narayanan et al. (2008a,c, 2011a) argue that differential excitation in observed KS relation can be strong, and that because high-z galaxies are typically observed in high J transitions, when converting down to CO (J=1-0), there can be systematic trends in the line ratios with $\Sigma_{\text{SFR}}$ that will cause the true underlying KS relation to be steeper than what is observed. Certainly, Figure 43 highlights that no single set of line ratios can apply to high-z starbursts, and there is significant dispersion. Whether or not there is a systematic trend with $\Sigma_{\text{SFR}}$ is at present unclear.

Precisely determining the normalization of the KS law is comparably difficult, and is inextricably tied to a sensitive dependency on the CO-H$_2$ conversion factor. For example, Daddi et al. (2010b), Genzel et al. (2010) and Bothwell et al. (2010) presented relatively large samples of CO-detected galaxies at high-z. These included both very luminous systems such as SMGs, as well as more moderate star-forming galaxies that lie on the SFR-M$_\ast$, main sequence.
applying a Galactic CO-H$_2$ $X_{\text{CO}}$ conversion factor to local disk galaxies, and main sequence galaxies at high-$z$, and an $X_{\text{CO}}$, a factor 6-8 lower for local ULIRGs and high-$z$ SMGs, a bimodal KS relation emerges. This bimodal relation is comprised of a low star formation efficiency sequence that quiescent star-forming disks at all redshifts live on, and a high star formation efficiency sequence that starbursts live on. This is shown in the middle panel of Figure 42. At face value, the interpretation of this plot is that there are two 'modes' of star formation in galaxies - a quiescent mode and starburst mode. In this physical scenario, two galaxies at a comparable set of gas surface densities may have star formation rate surface densities that vary by an order of magnitude.

A large number of theories have been posited in an attempt to understand the physical nature of the bimodal KS relation, or whether the bimodality is real. [Daddi et al. (2010b) and [Genzel et al. (2010] advocated a model in which the underlying star formation is driven by large scale dynamical effects, and that if one normalizes by the galaxy dynamical time (i.e. construct a relation: $\Sigma_{\text{SFR}} \propto \Sigma_{\text{gas}}/t_{\text{dyn}}$), the bimodality disappears. [Krumholz et al. (2012) developed a model in which the star formation rate operates on some fraction of the small-scale gas free fall time, and can be parameterized by a relation as in Equation 21. They showed that if one takes plausible values for the typical gas free fall time in galaxy disks, and luminous starbursts, the apparent bimodal relation exhibited in the [Daddi et al. (2010b) and [Genzel et al. (2010] data reduces to a single, unimodal relation. An alternative class of theories was presented by [Ostriker & Shetty (2011), and [Narayanan et al. (2012b), who argued that the existence of a bimodal KS relation was an artifact of the usage of a bimodal CO-H$_2$ conversion factor, and that if a unimodal (either constant, or smoothly varying) X-factor was employed, the KS relation would no longer appear bimodal. [Ostriker & Shetty (2011) fit observed data between $X_{\text{CO}}$ and $\Sigma_{\text{SFR}}$ presented in [Tacconi et al. (2008) to derive an empirical form for a smoothly varying X-factor, while [Narayanan et al. (2012b] utilized numerical simulations in order to derive a theoretical model form for the conversion factor (Equation 20). After applying their models for a continuously varying CO-H$_2$ conversion factor, both [Ostriker & Shetty (2011) and [Narayanan et al. (2012b) found that the bimodal KS relation reduces to a tight, unimodal relation, with index roughly 2. This is represented in the right panel of Figure 42. A yet additional class of models exists that posits that the bimodality is in fact real, and that galaxies undergoing starbursts can go through short periods of extreme star formation efficiency. [Teyssier et al. (2010] suggested that, due to extreme amounts of dense gas formed during a merger, a distributed starburst in a galaxy merger may occur with very high efficiency, driving these starbursts through a phase where they reside on the upper normalization of the bimodal KS relation.

The question is not whether or not the KS relation is bimodal, but rather how much dispersion there is in it (e.g. [Feldmann et al. (2012) [Freundlich et al. (2013). The apparent bimodality is simply a statement that the inverse depletion time scale can vary by up to an order of magnitude at a given gas surface density. Characterizing how much the star formation efficiency (inverse depletion time scale) can vary, and why, is a fundamental question for both star formation and galaxy evolution astrophysics. Moving forward, detailed studies of both extreme systems at high-$z$, as well as galactic nuclei in the local Universe that can eliminate some of the uncertainties that have been present in previous surveys may provide some insight.

For example, [Fu et al. (2013] utilized both gas to dust ratio constraints, as well as theoretical models in order to constrain $X_{\text{CO}}$ in a detailed study of a SFR $\sim 2000$ M$_{\odot}$yr$^{-1}$ SMG caught in the act of merging at $z \sim 2$. Given their constraints on the CO-H$_2$ conversion factor for this particular object, [Fu et al. (2013] concluded that the SMG will lie above an extension of the local disk KS relation (though would fall within the mix of high-$z$ galaxies [blue stars] when assuming a smoothly varying $X_{\text{CO}}$; e.g. the right panel of Figure 42. A similar result was found by [Ivison et al. (2013), who employed dynamical constraints on the conversion factor in a comparably luminous source to the [Fu et al. (2013] study. Similarly, [Leroy et al. (2013] employ a dust to gas ratio-dependent $X_{\text{CO}}$ when studying 1 kpc regions in nearby galaxies, and find that the star formation efficiency toward nearby galaxy centers may increase from the typical field GMC.

In summary, while significant progress has been made in understanding star formation laws as they pertain to high-$z$ dusty galaxies in recent years, the field is still wide open. Even precisely determining the observed slope and dispersion in the relation is an extremely difficult task, though crucial for constraining theories of star formation.

8.4. The Role of Dense Molecular Gas
8.4.1. Physics Learned from the Milky Way and Local Galaxies

Over the last decade, a great deal of effort has been put forth in investigating the role of dense molecular gas in giant molecular clouds and galaxies. This has been motivated by Galactic studies which show a correlation between
the dense molecular gas (as traced by high critical density tracers, such as HCN, HCO+ and CS), and young stellar objects (e.g. Evans, 1999 and references therein). In contrast, owing to high optical depths in clouds, the relatively low effective density of CO ($n_{\text{eff}} \approx 10^{-10} \text{ cm}^{-3}$) means that it traces the bulk of the molecular mass in a cloud (modulo potential metallicity effects; see §8.2), rather than the sites of active star formation.

In order to investigate the relationship between the star formation rate of galaxies and the dense gas mass, Solomon et al. (1992) and Gao & Solomon (2004a,b) performed the first large extragalactic surveys of HCN in nearby galaxies, targeting normal disks, LIRGs and ULIRGs between an infrared luminosity range of $\sim 7 \times 10^9 - 2 \times 10^{12} \text{ L}_\odot$. These authors found a tight linear relationship between $L_{\text{IR}}$ and $L_{\text{HCN}}$, suggesting that the star formation rate in galaxies is controlled by dense gas traced by HCN with effective density $n > n_{\text{eff}} \approx 3 \times 10^4 \text{ cm}^{-3}$. This result was supported by observations of CO (J=3-2) from nearby disks, LIRGs and ULIRGs that all found a roughly linear FIR-$L_{\text{CO,J=3-2}}$ relationship (Yao et al., 2003; Narayanan et al., 2005; Mao et al., 2010).

This interpretation was expanded upon by Wu et al. (2005) and Wu et al. (2010), who extended this study to dense clumps within the Galaxy and found a similarly linear relation between $L_{\text{IR}}$ and HCN luminosity. Complementary work utilizing HCO+ (J=3-2), which has a similar effective density as HCN (J=1-0) (Juneau et al., 2009), as well as high-visual extinction molecular gas as dense gas tracers have found roughly linear dense gas star formation laws for clumps within the Milky Way (Lada et al., 2010; Schenck et al., 2011). Similarly, Yao et al. (2003), Narayanan et al. (2005), Iono et al. (2009) and Mao et al. (2010) all find a roughly linear relationship between $L_{\text{IR}}$ and CO (J=3-2) in local galaxies. Mangum et al. (2008) and Mangum et al. (2013) observe formaldehyde in a sample of nearby disks and starbursts, suggesting a linear relationship between SFR and dense gas mass traced by this molecule is also possible. Wang et al. (2011a) find an slope of 0.94 between $L_{\text{IR}}$ and CS (J=5-4; $n_{\text{eff}} = 2 \times 10^8$), and Graciá-Carpio et al. (2006) find a roughly linear slope with HCO+ (J=3-2; $n_{\text{eff}} = 6 \times 10^8$). These papers forward an interpretation in which there is a volume or surface density threshold for star formation within galaxies, and that dense clumps represent fundamental star formation units. In this scenario, a linear relation between SFR and the mass probed by HCN is natural. Starburst galaxies, then, simply have an increased number of dense star-forming units.

On the other hand, observations of a large number of dense gas tracers show both superlinear and sublinear star formation laws, casting a shadow on the interpretation that HCN (J=1-0) traces a fundamental star formation unit in galaxies. For example, Bussmann et al. (2008) observed a large subset of the Gao & Solomon (2004a,b) sample in HCN (J=3-2) (with $n_{\text{eff}} = 7 \times 10^5 \text{ cm}^{-3}$, a factor of ~20 larger than the effective density of HCN (J=1-0)), and found a sublinear dense gas star formation law with index ~0.7 – 0.8. Similarly, Bayet et al. (2009) examined the relationship between SFR and CO emission with transitions ranging from J=1-0 through J=12-11, and found decreasing dense gas SFR slopes with increasing $J_{\text{upper}}$ (and, hence, increasing $n_{\text{eff}}$) such that the SFR-CO (J=1-0) relation had slope ~1.4, the SFR-CO (J=3-2) relation was roughly linear, and the SFR-CO (J=12-11) had slope of ~0.5. Even the results from HCN (J=1-0) alone provide a somewhat confusing picture as some groups have found a superlinear relationship between $L_{\text{IR}}$ and HCN (J=1-0) in local galaxies (García-Burillo et al., 2012). A tentative trend is evident in this series of observations that higher critical density tracers appear to have lower SFR law slopes (Juneau et al., 2009). This trend may be evident in Milky Way clumps, though is tentative. When Wu et al. (2010) examined the robust fits between the SFR and a variety of dense gas tracers, a number of tracers exhibited sublinear slopes; on the other hand, the least squares fits were typically consistent with slopes of unity.

Theories on the origin of dense gas star formation laws can be broken into three camps: (1) Those that ascribe it’s origin to the gas density probability distribution function (PDF) in star-forming galaxies; (2) Those that connect a linear dense gas Kennicutt-Schmidt relation to a density or surface density threshold for the onset of star formation; (3) Those that appeal to chemistry models, and the influence of X-ray driven chemistry that owes either to intense starbursts or AGN input.

Models that relate the index of the SFR-line luminosity index for various dense gas tracers to the gas density PDF in galaxies were developed by Krumholz & Thompson (2007) (utilizing analytic models for GMC structure), and

---

As a reminder, as discussed in Evans (1999), while a density of $n > n_{\text{crit}}$ is usually taken to be necessary for line emission, a variety of effects associated with radiative transfer can affect the observed line strength at a given density. Following Evans, we choose to state, rather than the critical density, the effective density ($n_{\text{eff}}$, which is defined as the density at which a transition will have a radiation temperature of 1 K, assuming log ($N/\Delta V$) = 13.5, and $T = 10$ K. A table converting $n_{\text{eff}}$ (which is typically 1-2 orders of magnitude higher than $n_{\text{crit}}$) and $n_{\text{eff}}$ for a variety of molecular transitions is given in Evans (1999) and Reiter et al. (2011).

In keeping with the standard definitions in the star formation literature, we will define “clumps” as ~1 pc entities within GMCs that may form stellar clusters, and “cores” as ~0.1 pc structures that serve as the precursors of individual or binary stars (e.g. Kennicutt & Evans, 2004).
et al. (2013) find a relation between the star formation law simply reflects the relationship between the effective density of the emitting dense gas tracer. A linear HCN (J=1-0) star formation law simply reflects the relationship between the $n_{\text{eff}}$ of HCN (J=1-0), and the typical mean density in nearby galaxies. Two testable predictions arise from these models: (1) molecular lines with effective densities higher than HCN (J=1-0) should have sublinear star formation law slopes for local galaxies as they trace gas further out in the high-density tail of the density PDF. There may be some indication of sublinear SFR law slopes for very high effective density tracers (e.g. Bussmann et al. 2008; Bayet et al. 2009), though larger samples are most certainly necessary. (2) Very high density systems (such as SMGs, or galactic nuclei) should have a superlinear SFR-HCN (J=1-0) relation (Narayanan et al. 2008a). Indeed, observed increased HCN/CO ratios with galaxy SFR is tentative observational evidence that the gas density PDF is shifting toward higher densities in these systems (Juneau et al. 2009; Rosolowsky et al. 2011). This test will be fully realized with surveys of HCN (J=1-0) at high-z with the JVLA.

An alternative to this picture is the threshold star formation law in which meeting a volume or surface density threshold is a prerequisite to beginning the star formation process. Lada et al. (2010) find roughly linear relationships between SFR and gas above an extinction threshold of $A_K \approx 0.8$ mag in Galactic clumps, a result consistent with the work of Heiderman et al. (2010). These authors argue that this is comparable to a threshold surface density of $\sim 100 \, M_\odot \, pc^{-2}$, which is roughly equivalent to a volume density threshold of $\sim 10^5 \, cm^{-3}$, depending on the cloud geometry. An attractive aspect of this picture is that the density threshold is roughly matched with the density probed by HCN (J=1-0). This scenario predicts that HCN (J=1-0), and similar high-density tracers, trace fundamental star forming units, and that both higher critical density tracers than HCN (J=1-0) as well as higher density systems than local galaxies should continue to exhibit a linear SFR-dense gas relationship. Wu et al. (2010) interpret the roughly linear relations between SFR and different dense gas tracers in their study of Galactic clumps as further evidence for this model.

A third class of models appeals to chemistry driven by X-rays in the vicinity of high star formation rate surface density environments, or an AGN (e.g. Lintott & Viti 2006; Meijerink et al. 2013). At least some evidence for this has been seen by Krips et al. (2008) and Gracià-Carpio et al. (2008) in nearby active systems.

### 8.4.2. Dense Gas at High-Redshift

The study of dense gas at high-z is at its infancy, though holds great promise for constraining models of star formation owing to the extreme gas physical conditions in SMGs. Gao et al. (2007) studied HCN (J=1-0) in a sample of high-z SMGs and quasars, finding a relationship between the FIR luminosity in these systems and and HCN luminosity, though offset from the local one (such that the high-z points lie above the local linear relation). It is unclear whether this owes to higher gas density PDFs (e.g. Krumholz & Thompson 2007; Narayanan et al. 2008c), or contribution to the FIR luminosity by AGN. Further evidence for a nonlinear FIR-HCN trend in dense, high-z systems was provided by Greve et al. (2006) and Riechers et al. (2007).

Other well-studied sources include the Cloverleaf quasar (e.g. Solomon et al. 2003) and APM 0829+5255 (Wagg et al. 2005; Riechers et al. 2010). These sources are both lensed, however, which adds the additional potential complicating factor of differential magnification. On average, a consensus finding from dense gas observations in high-z SMGs is that these systems tend to have a larger fraction of their ISM in a dense phase than local field galaxies. Further evidence for this is seen in the high-excitation CO SLEDs that are typical of these sources (Carilli & Walter 2013; Riechers et al. 2013b). Future surveys of HCN (J=1-0) from high-z SMGs, and comparisons to low-z relations will provide valuable insight into the physics of star formation (e.g. Krumholz & McKee 2005; Andrews & Thompson 2011; Hopkins et al. 2013c).

Alongside dense gas tracers HCN and HCO$^+$, observations of water have been gaining traction in the past few years. The rotational transitions of H$_2$O have very high critical densities ($\sim 10^5 \, cm^{-3}$), and therefore only happen in the extremely dense parts of star-forming clouds. The bulk of studies thus far have focused on low-z systems (e.g. Yang et al. 2013), though at least a few have attempted to push to higher redshifts. The early studies typically detected water masers (e.g. Barvains & Antonucci 2005; Impellizzeri et al. 2008), though in recent years, non-masing sources at high-z have been procured as well (Omont et al. 2011; 2013). A key result from these studies is that a clear correlation between H$_2$O luminosity and infrared luminosity exists a range $L_{\text{IR}} \sim 10^{12} - 10^{14} \, L_\odot$ (Omont et al. 2013) find a relation $L_{\text{H}_2\text{O}} \propto L_{\text{IR}}^{1.17}$. 
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8.5. CO Excitation and Spectral Line Energy Distributions

The CO spectral line energy distribution (CO SLED; alternatively known as the CO rotational ladder) from a galaxy provides a unique window into the bulk physical properties of the molecular gas in a given system. The SLED describes the relative strengths of CO emission lines, and reveals the level populations of CO molecule. Typically, the CO SLED of a galaxy is represented as the CO line intensity versus the rotational level of the line. The excitation of CO is dependent on the gas density and temperature (along with secondary effects, including the line optical depth). Generally, the relative excitation of two transitions of CO can be expressed as a ratio of of brightness temperatures, for example

\[ r_{b,1} \equiv \frac{L_{\text{CO}(J-1)}}{L_{\text{CO}(1-0)}} = \frac{T_{b(J-1)}}{T_{b(1-0)}} = \frac{I_{\text{CO}(J-1)}}{I_{\text{CO}(1-0)}} \left( \frac{v_{(J-1)}}{v_{(1-0)}} \right)^{-2} \]  

(24)

Here \( \nu \) represents the frequency of the observed transitions (either rest-frame or observed, as the \((1+z)\) term cancels out). Typically, the warmer and denser a system, the more heavily populated the upper levels will be and the brightness temperature ratio approaches 1. For a system that is in local thermodynamic equilibrium (LTE) such that the levels can be described by Maxwell-Boltzmann statistics where \( r_{b,1} = 1 \). The line intensity will then be given by the Planck function, and for warm enough temperatures (such that \( E_{\text{upper}} << kT \)), the SLED will rise as the square of the line frequency (whereby \( r_{b,1} = 1 \) in Equation 24). Typically, these systems are referred to as ‘thermalized’, or ‘thermal’, and level populations that fall below what is expected for LTE, i.e. \( r_{b,1} < 1 \), is ‘subthermal’. While observing high-\( J \) CO lines in local galaxies has been difficult in the pre-Herschel and ALMA years, observations of high-\( z \) SMGs have routinely been deriving well-sampled CO line ladders owing to the redshifting of submillimeter-wave lines into atmospherically favorable observing windows.

Constraining the CO SLED for galaxies has two main purposes. First, armed with a radiative transfer code (such as an escape probability code, or large velocity gradient [LVG] code), with multiple CO emission lines one can constrain the combination of temperatures and densities necessary to drive the observed CO excitation. This requires some assumption about the CO abundance and typical velocity gradient in emitting GMCs. Second, at high-\( z \), most detections are of high-lying transitions. In order to derive the total gas mass as traced by CO (\( J=1-0 \)) (see §8.2), one needs some knowledge regarding the CO excitation.

Because high-\( z \) SMGs are the most extreme star forming galaxies in the Universe, it has long been assumed that LTE is a safe assumption for the level populations. Indeed, local starburst galaxies such as M82 and NGC 253 exhibit CO SLEDs that are nearly thermal out through \( J \sim 5 \) (Weiß et al., 2005; Hailey-Dunsheath et al., 2008). However, early detections of CO (\( J=1-0 \)) with the Green Bank Telescope (GBT) and JVLA revealed that SMGs appear to exhibit a diverse range of CO SLEDs, and that at least some SMGs may indeed contain large volumes of subthermally excited gas (e.g. Greve et al., 2003; Hainline et al., 2006; Carilli et al., 2010; Harris et al., 2010; Ivison et al., 2011). Still, other SMGs show rather extreme conditions, and appear to have thermalized level populations through the \( J=6-5 \) transition (e.g. HFLS3, Riechers et al., 2013b). We quantify the diversity of CO SLEDs from high-\( z \) SMGs in Figure 43, where we show the CO SLEDs for all bona fide SMGs that have a CO (\( J=1-0 \)) detection. For reference, we also show the rotational ladder for the Galaxy, M82, and what is expected for thermalized level populations so long as \( E_{\text{upper}} << kT \).

Two salient points are clear from Figure 43. First, based on the physical characterization of their ISM properties alone, SMGs appear to be a heterogeneous galaxy population. While some galaxies have CO excitation patterns consistent with very warm and dense gas, others have much weaker excitation. This may be consistent with theories that suggest that SMGs may be made up of both merger-induced starbursts caught at final coalescence (that may have more extreme ISM conditions), as well as individual disk galaxies at high-\( z \) that may have a lower-excitation ISM (e.g. Hayward et al., 2011, 2012, 2013b). Indeed, some observations of SMGs support this picture (Hodge et al., 2013b; Karim et al., 2013).

Second, it is clear that there are no ‘average’ line ratios for SMGs. The ladders are diverse, with line ratios at a given transition differing, at times, by an order of magnitude. This level of uncertainty can be comparable to what is present in the CO-H\( _2 \) conversion factor, and should be reflected in any H\( _2 \) mass measurements derived from down-converting high-excitation CO lines to the 1-0 transition.

A number of recent works have pointed out that modeling high-\( z \) dusty systems as single phase (single \( T \) and \( \rho \)) provides a poor fit to the observed SLED. For example, Harris et al. (2010), Riechers et al. (2011c) and Hodge et al. (2013a) find that some SMGs are best modeled with both a compact, high-excitation phase, as well as a more extended
Figure 43: CO Spectral Line Energy Distribution (SLED) for high-redshift SMGs (black lines) that have a CO ($J=1-0$) detection. In cases of multiplicity, the SLED is for the composite system, unless the individual components also satisfy the SMG criteria ($S_{850} > 5\text{mJy}$). Galaxies are only ones that have CO $1-0$. For reference, the SLED for the Milky Way is shown (red line, Fixsen et al., 1999), as well as M82 (Weiβ et al., 2005, purple line,) and what is expected for LTE (blue line). As is apparent, there is a large diversity in SMG CO SLEDs, ranging from nearly thermalized through $J=6$, through subthermal even at the $J=3-2$ line. The CO SLEDs are taken from Andreani et al. (2000), Aravena et al. (2010), Bothwell et al. (2013a), Carilli et al. (2010), Danielson et al. (2011), Downes & Solomon (2003), Fu et al. (2013), Greve et al. (2003, 2005), Hainline et al. (2006), Harris et al. (2010), Ivison et al. (2011, 2013), Neri et al. (2003), Papadopoulos & Ivison (2002), Rawle et al. (2013), Riechers et al. (2011, 2013b), Scott et al. (2011), Sharon et al. (2013), Weiβ et al. (2009a), and the Milky Way SLED was provided by Chris Carilli and Fabian Walter (private communication). By and large, most SMGs are thermalized through the $J=2-1$ transition, and many through the $J=3-2$ transition. However, assuming constant brightness temperatures at $J_{\text{upper}} \geq 3$ for high-$z$ SMGs is a poor assumption.
diffuse ISM. This is in contrast with high-$z$ quasar host galaxies, which can typically be modeled as dominated by a single high-excitation gas component (e.g. Kriek et al. 2011a; Weiß et al. 2007).

It is clear that no ‘template’ SLED may be assigned to a given galaxy type at high-$z$. The dispersion in SMGs alone from Figure 43 provides strong evidence for this. Going forward, either an empirically derived or theoretically derived prescription for converting from an observed physical property of galaxies to their SLED will be immensely useful.

8.6. Molecular Gas Fractions

One of the most remarkable aspects of high-$z$ dusty galaxies is their incredibly large gas fractions as compared to present-epoch galaxies. The gas fraction, defined here as:

$$f_{\text{gas}} \equiv \frac{M_{\text{H}_2}}{M_{\text{H}_2} + M_*}$$

(25)

considers the fraction of baryons in a galaxy that is in molecular form, neglecting any contribution from HI. It is likely, however, that in the high-pressure environments typical of starburst galaxies, that the bulk of the hydrogen in the ISM is in molecular form (Blitz & Rosolowsky 2006; Krumholz et al. 2009a). Measurements of high-$z$ star forming galaxies (ranging from relatively quiescent BzK galaxies, forming at $\sim 10 - 100 M_{\odot} yr^{-1}$, to dusty starbursts), suggest gas fractions ranging from $f_{\text{gas}} \sim 0.2 - 0.8$ (e.g. Daddi et al. 2010a; Tacconi et al. 2010; Geach et al. 2011). This is to be compared to local galaxies, which show typical gas fractions $f_{\text{gas}} < 10\%$ (e.g. Saintonge et al. 2011). These results have both from CO inferred H$_2$ gas masses, as well as dust measurements (and associated dust-to-gas ratio assumptions Magdis et al. 2012a).

While no study has performed a proper mass-selected study, indications from these observations are that the average gas fraction of galaxies rises toward high-redshift. This general trend is in good agreement with cosmological galaxy formation simulations (e.g. Bouché et al. 2010; Dutton et al. 2010; Lagos et al. 2011; Davé et al. 2012). In galaxy formation theory, the baryonic gas fraction is set by a balance between by gas accretion from the intergalactic medium (IGM), and the removal of gas by star formation and galactic outflows (with small perturbations from stellar mass loss and recycled gas outflows Oppenheimer et al. 2010). At higher redshifts, the baryonic inflow rate, which scales strongly with redshift (e.g. Dekel et al. 2009a; Fakhouri et al. 2010), ensures that large gas reservoirs are built up in galaxies. Geach et al. (2011) suggest that an evolution in $M_{\text{gas}}/M_*$ with redshift as $M_{\text{gas}}/M_* \propto (1 + z)^{2 \pm 0.5}$ provides a reasonable fit to observed data.

On average, galaxy gas fractions decrease with increasing stellar mass. This point has been predicted in theoretical models (e.g. Davé et al. 2010; 2011; Lagos et al. 2011; Popping et al. 2012, 2013), as well as observationally confirmed (Combes et al. 2013; Saintonge et al. 2013; Tacconi et al. 2013). This trend is additionally seen in low-redshift galaxies, though Saintonge et al. (2011) suggest that the gas fractions of low-$z$ galaxies are more closely correlated with stellar density than stellar mass. We see this quantitatively for high-$z$ SMGs in Figure 44, where we plot the gas fraction for all SMGs with CO (J = 1-0) detections (to minimize the relatively large uncertainty in CO 1−0) was too large for the most extreme systems at high-redshift, $\alpha_{\text{CO}} = 0.8$, despite the likely problems associated with assumption outline in § 8.2. This said, there is some tension between galaxy formation models and observed gas fraction in galaxies. Generally, most galaxy formation models predict galaxy gas fractions at a given mass a factor of a few lower than what is observed (e.g. Bouché et al. 2010; Dutton et al. 2010; Fu et al. 2012; Haas et al. 2012; Davé et al. 2012). What is particularly disconcerting about this disagreement is that these models utilize a wide-range of modeling techniques: the problem is pervasive in galaxy formation theory. This is clear from Figure 44 where we show the model predictions of several groups (Benson 2012; Lagos et al. 2012; Fu et al. 2012b; Davé et al. 2012; Popping et al. 2013) in comparison to observational determinations. This implies either a fundamental problem in our theoretical understanding of how galaxies grow over cosmic time, or an issue in our calculation of gas masses in high-$z$ galaxies.

One possible solution to this mismatch has been offered by Narayanan et al. (2012a), who suggested that the canonical “ULIRG” conversion factor ($\alpha_{\text{CO}} = 0.8$) was too large for the most extreme systems at high-redshift, and that the gas temperatures and velocity dispersions were high enough to warrant even lower conversion factors.
Recalling § 8.2, these authors suggested that if one uses either an empirically derived form for $\alpha_{\text{CO}}$ from Ostriker & Shetty (2011), or the theoretically derived continuous form for $\alpha_{\text{CO}}$ from Narayanan et al. (2012b) (Equation 20), typical conversion factors for SMGs will range from $\sim 0.3 - 0.5$. In this case, there can be reconciliation between the gas fractions of many observed SMGs, and the gamut of theories that predict lower gas fractions. Interestingly, there is at least one observed case of an massive ($M_* \approx 2 \times 10^{11} M_\odot$) SMG that exhibits a high gas fraction $f_{\text{gas}} \sim 50\%$, even when considering the aforementioned models for $\alpha_{\text{CO}}$ (Fu et al., 2013).

An alternative theoretical solution has been suggested by Gabor & Bournaud (2013), who utilized a combination of analytic arguments and high-resolution numerical simulations to show that star formation in galaxies undergoing heavy accretion from the IGM may be delayed owing to energy input into the disk from the accreted gas. The increase in turbulence driven by the accreted gas reduces the star formation efficiency, and allows gas fractions to rise accordingly.

Finally, Tacconi et al. (2013) suggest that the tension between galaxy gas fractions measured in observations and simulated galaxies may owe to incompleteness in the observations. In particular, when correcting for incomplete sampling of galaxies in the SFR-$M_*$ main sequence (owing to SFR cuts), the observed gas fractions can come down in better agreement with cosmological simulations.

Going forward, a key advance will be to construct a large enough sample of galaxies at high-redshift within narrow stellar mass bins in order to derive reliable measurements of the evolution of galaxy gas fractions (at a given stellar mass) with redshift.

### 8.7. Molecular Gas Morphology and Dynamics

Over the past decade, the advent of (sub)mm-wave interferometers, and increased capabilities of radio-wave interferometers have allowed for meaningful samples of CO, FIR, and radio morphologies of high-$z$ dusty galaxies. Here we discuss morphology and dynamics from CO, in contrast to the earlier discussions provided in § 5. The CO spatial extent can constrain the $H_2$ gas surface density, which aids in placing a galaxy on the Kennicutt-Schmidt star formation relation (c.f. § 5.3). Molecular and atomic line dynamics can provide information regarding the physical origin of a galaxy (i.e. if it is a dynamically hot, as one might expect from a merger, or dynamically cold), and in the cases of multiple CO lines, can even provide a map of the thermal and density structure in high-$z$ galaxies.

High-resolution observations with the PdBI, JVLA and ALMA interferometers have afforded detailed studies of the molecular gas morphology as traced by various CO transitions in high-$z$ SMGs. Molecular line morphologies give both a measure of the emitting-region size for gas surface density measurements, as well as an idea of the dynamics of the gas. As discussed in § 8.5, the excitation of CO in high-$z$ starburst galaxies is relatively diverse, meaning that different transitions can, at times, trace different spatial extents. In Figure 45, we plot the ratio of the sizes of the FWHM of the CO ($J=1-0$) and CO ($J=3-2$) emission lines for all high-$z$ dusty galaxies where both measurements are available. While the line width is not a measure of the emission size directly, it does reflect a combination of the mass enclosed in the emitting region and the spatial extent of the gas. Though the sample sizes are small, some features are clear. The majority of sources have similar spatial extents in the CO ($J=1-0$) transition, and the denser gas tracer, CO ($J=3-2$), though there is a clear high ratio tail where the CO ($J=1-0$) line width is roughly $10 - 50\%$ larger than the CO ($J=3-2$) emitting region. This effect is expected to be more dramatic when considering even higher-lying transitions (which are often probed in high-redshift galaxies due to a combination of telescope instrumentation and the desire for the highest spatial resolution studies possible). Care must be taken when interpreting results that depend on CO dynamics that derive from high-lying lines.

The molecular gas that has been mapped in normal disk-like galaxies at high-$z$ tends to be extended, compared to local starbursts. This is notable because the global SFRs of high-$z$ disks can oftentimes be comparable to compact nuclear starbursts in the local Universe (Daddi et al., 2005). Aravena et al. (2010) and Daddi et al. (2010a) find that $Ks$ galaxies are extended on scales of $\sim 6 - 10$ kpc (FWHM) in the CO ($J=1-0$) and ($J=2-1$) transitions. Tacconi et al. (2013) find CO ($J=3-2$) sizes ($R_{1/2}$ for a large sample of $z \sim 1-2$ disks ranging from 4-10 kpc, and a reasonable match between the CO size and the optical/UV size.

---

We choose to use the line width as a proxy for the emitting region size for two reasons. First, it removes any ambiguity as to how a size is defined from one study to another. Second, the sample size of galaxies that have direct morphology measures of multiple CO transitions is incredibly small.
Figure 44: Molecular gas fraction as a function of stellar mass for SMGs (red points). These are compared to theoretical models by Benson (2012); Lagos et al. (2012); Fu et al. (2012b); Popping et al. (2013) and Davé et al. (2012). The red shaded region shows the approximate region spanned by the observations. The models span a range of methods, from bona fide cosmological hydrodynamic simulations to four different Semi-Analytic prescriptions. By and large, inferred gas fractions of observed high-z galaxies are all a factor of a few larger than any theoretical model predicts. The observed gas fractions are computed assuming a CO-H$_2$ conversion factor of $\alpha_{CO} = 0.8$ for SMGs, and $\alpha_{CO} = 4$ for BzK galaxies, which, for better or worse, is the canonical assumption in the literature. Given the large spread in potential CO excitation (c.f. § 8.5), we only consider galaxies with CO(J=1-0) detections to remove the uncertainty in down-converting high-excitation lines to the ground transition. The CO(J=1-0) measurements were reported by Aravena et al. (2010, 2012); Baker et al. (2004); Bothwell et al. (2010, 2013a); Carilli et al. (2010); Daddi et al. (2010a, 2010b, 2013); Greve et al. (2003b); Ivison et al. (2000, 2011, 2013); Scott et al. (2011); Sharon et al. (2013); Swinbank et al. (2011); Riechers et al. (2013b).
Turning to starbursts, the number of bona fide CO (J=1-0) detections of high-z dusty starbursts are few, owing to the lack of sensitive radio interferometers preceding the JVLA. Utilizing the JVLA, [Ivison et al. (2011)] found CO (J=1-0) FWHM sizes of ~ 16 kpc from a sample of SMGs, distinctly more extended than the ~ 1 – 3 kpc half-light radii derived from higher-J lines by [Tacconi et al. (2008)]. Similarly, [Riechers et al. (2011c)] find source radii of ~ 3 – 15 kpc in a sample of 3 SMGs detected in CO (J=1-0), and note again that these sizes are notably more extended than the CO (J=4-3) and (J=6-5) sizes measured by [Engel et al. (2010)] for the same galaxies. Interestingly, [Riechers et al. (2011a)] inferred, based on CO line ratios, that the J=1-0 emitting region from a sample of quasar host galaxies at similar redshifts to the aforementioned SMG studies (z ~ 2) is relatively compact. One could use this data to argue that QSOs and SMGs derive from distinctly different galaxy populations (though would have to reconcile the similar clustering measurements; [Hickox et al. (2012)], or that quasars derive from SMGs after undergoing a size transformation (as might be expected from a galaxy merger). We emphasize that the radii for many SMGs that have extended CO (J=1-0) sizes are \( \lesssim 4 \) kpc when probing higher lying transitions ([Downes & Solomon (2003); Genzel et al. (2003); Neri et al. (2003); Tacconi et al. (2006); 2008]). The differences in source radii from SMGs likely derive in part from a density stratification in the gas, but also in part from a genuine diversity in the source population.

One of the principle results of high-resolution CO mapping of starbursts at high-z has been for studies of the dynamics of the gas. Maps of exquisite resolution of \( z \sim 1-2 \) disks have provided the first clear evidence for ordered rotation and galaxy disks at high-z ([Genzel et al. 2003]; [Daddi et al. 2010a]; [Tacconi et al. 2010]; 2013). A large step forward was made by [Tacconi et al. (2010)], who presented a rotation curve out to ~ 8kpc from the galaxy’s center of a \( z \sim 1 \) disk galaxy.

For higher-luminosity (starburst) systems at high-z, the main thrust for obtaining CO-based dynamics has been with the motivation of understanding whether or not these systems owe their extreme luminosities and star formation rates to galaxy mergers, or whether they may result from secular processes within a galaxy disk. The results are varied. Some observations have found clear evidence for rotating molecular disks in even extremely bright SMGs and quasars (e.g. [Tacconi et al. 2008]; [Bothwell et al. 2010]; [Carilli et al. 2010]; [Hodge et al. 2012]; [Deane et al. 2013]), while other studies have found more seemingly disrupted systems when examining the velocity contours ([Tacconi et al. 2008]; [Engel et al. 2010]; [Bothwell et al. 2013a]; [Riechers et al. 2011b]; 2013b). Still other groups have shown potentially extremely convincing evidence for ongoing mergers at high-z by showing multiple counterparts that are potentially two galaxies caught in the act of merging, prior to final coalescence (e.g. [Engel et al. 2010]; [Yan et al. 2010]; [Riechers et al. 2011a]; [Ivison et al. 2013]; [Fu et al. 2013]). This said, there are reasonable counter-arguments to
each of these examples. For example, numerical simulations by Springel & Hernquist (2005) and Hopkins et al. (2009) have shown that very gas-rich mergers at high-redshift can quickly re-form a gaseous disk soon after the merger, due to the dissipational nature of gas.

Narayanan et al. (2009) showed that for the specific example of galaxy mergers massive enough to form luminous systems comparable to observed SMGs, the synthetic CO velocity contours would show signs of ordered rotation some fraction of the time. Thus, observed rotational signatures in high-z systems do not rule out galaxy mergers. Similarly, Davé et al. (2010) showed that SMGs that are fueled primarily from accretion from the IGM (rather than via major mergers) could still show somewhat disrupted disks, due to the sporadic nature of gas accretion. Finally, even the seemingly clear-cut case of seeing a pair of galaxies may not imply a galaxy merger. Hayward et al. (2013a) showed that galaxies at different redshifts that are physically unassociated with one another will contribute meaningfully to the observed SMG number counts. Even more fundamental, even if the galaxies are physically associated with one another, if they haven’t yet merged, the impact of the galaxy merger in driving the observed luminosity will be minimal (Narayanan et al., 2009, 2010a). As an anecdotal example, a distant observer may consider the Milky Way and Andromeda as a pair of galaxies undergoing a merger, yet neither is a “merger-induced starburst galaxy”. The ramifications of these sorts of studies are indeed important. Theoretical models aiming to quantify what fraction of galaxies at a given luminosity are galaxy mergers versus disks produce a wide range of answers (e.g. Baugh et al., 2005; Davé et al., 2010; Dekel et al., 2009a; Narayanan et al., 2010a; Hopkins et al., 2010; González et al., 2011; Hayward et al., 2013b), and any observational constraints in this area are quite valuable (we discuss this issue in more detail in §10).

What is clear, at present, is that SMGs appear to be a diverse population with respect to their gas kinematics. Clear examples for ordered rotation, non-Keplerian dynamics, and multiple counterparts potentially prior to merging exist. From the dynamical information alone, the submillimeter selection appears to cull a diverse set of systems from high-z galaxies.

Going forward, perhaps one of the most exciting avenues in CO morphology studies of high-z systems will be detailed studies of the ISM in gravitationally lensed systems, comparable to the exquisitely imaged Cosmic Eyelash (see §6.1) galaxy by Swinbank et al. (2010) and Swinbank et al. (2011). High-redshift galaxies allow for a unique opportunity to study star formation and ISM structure in a much higher-pressure environment than our own galaxy, and may give clues as to how star formation proceeds in galaxies ranging from local ULIRGs through the most extreme starbursts at high-redshift. Swinbank et al. (2010, 2011) found that in the high-pressure environment of the Eyelash, GMCs lie oﬀ of local cloud scaling relations (i.e. “Larson’s Laws”), and that at a given cloud radius, the GMCs in the Eyelash has higher velocity dispersion. These sorts of constraints on the basic physical properties of the ISM in these extreme environments can have significant impact in both the astrophysics of star formation and galaxy evolution. For example, models that invoke a variety of physical mechanisms, from accretion and star formation (Goldbaum et al., 2011) to stellar feedback (Hopkins et al., 2012) in setting the basic properties of molecular clouds will be impacted by our understanding of the structure of the ISM in these test cases. Similarly, nearly every model for the origin and potential variations in the IMF depend on the physical properties of the molecular ISM on small scales (e.g. Krumholz, 2011b; Hopkins, 2012b; Padoan & Nordlund, 2002; Narayanan & Davé, 2012a,b). Because the exact form of the IMF impacts stellar mass estimates, star formation histories, the generation of stellar winds, and interstellar, circum and intergalactic metal enrichment (e.g. Arrigoni et al., 2010; Weidner et al., 2013), these sorts of studies can be impactful on a large range of scales.
9. Far-IR Spectroscopy

The launch of the Herschel Space Observatory and advent of increasingly sensitive submm spectrometers has allowed for the characterization of FIR line structure lines at low and high-redshift respectively. The predominant lines studied are those of neutral and ionized carbon, nitrogen and oxygen, with a particular emphasis on the [CII] ionized fine structure line. These lines are the dominant cooling lines for neutral ISM, and can provide a diagnostic into both the cold neutral medium, as well as photodissociation regions in galaxies. Accordingly, we review here what is known about [CII] at high-redshift, though note results from other lines when appropriate.

The first detection of [CII] at high-z was presented by Maiolino et al. (2005), who detected the line in the luminous z=6.4 quasar host galaxy J1148+5251. Since then, the number of detections of the 158 μm [CII] emission line at high-redshift have grown rapidly. Luminous quasar host galaxies (e.g. Maiolino et al., 2005; Iono et al., 2006; Maiolino et al., 2009; Walter et al., 2009; Wagg et al., 2010; Stacey et al., 2010; Gallerani et al., 2012; Carniani et al., 2013). SMGs (e.g. Ivison et al., 2010c; Stacey et al., 2010; Cox et al., 2011; De Breuck et al., 2011; Carilli et al., 2013; Swinbank et al., 2012; Wagg et al., 2012; George et al., 2013; Huynh et al., 2013; Pope et al., 2013) and normal star forming galaxies (e.g. Graciá-Carpio et al., 2011) at high-redshift have all been detected in [CII]. The line is thought to be an important coolant in the ISM, and can make up as much as 1% of the far infrared luminosity of a galaxy (Malhotra et al., 2001; Stacey et al., 2010). Unlike CO, however, the physical conditions that govern [CII] emission are not particularly well understood, and thus its power as a diagnostic for the physical conditions in the ISM of early Universe galaxies is still debated. Because it has a relatively low ionization potential (11.3 eV, compared to the 13.6 eV characteristic of HI), [CII] can arise from both neutral gas, as well as ionized regions. Beyond this, the critical densities for [CII] emission can range from 10^2 to 10^5 cm^{-3} for collisions with electrons, to ~ 1 – 8 × 10^3 cm^{-3} for collisions with neutral atomic or molecular hydrogen (Goldsmith et al., 2012). Hence, the line is relatively easy to excite.

9.1. The [CII]-FIR deficit in Galaxies

In the early days of [CII] observations of low-redshift galaxies with the Long Wavelength Spectrometer (LWS) on the Infrared Space Observatory (ISO), it was recognized that very luminous infrared galaxies such as ULIRGs appear to have a deficit in [CII] emission compared to their FIR luminosities. The Milky Way has a [CII]/FIR luminosity ratio of roughly 0.003, as do other nearby disk galaxies with some scatter. However, present-epoch ULIRGs emit roughly ~ 10% of the expected [CII] flux, given their far infrared luminosities (e.g. Malhotra et al., 1997, 2001; Luhman et al., 1998, 2003). A variety of possible explanations have been posited for the apparent deficit, ranging from optically thick [CII] emission to a varying IMF (and softer UV radiation field) to high ionization parameters in the vicinity of an AGN (e.g. Luhman et al., 1998; Abel et al., 2009; Papadopoulos et al., 2010; Sargsyan et al., 2012). In Figure 46, we plot the current state of CII-FIR measurements for low and high-redshift galaxies. The grey points denote low-z galaxies, and highlight the deficit of L_{CII} at high FIR luminosities.

The results from high-z systems have been more mixed. Farrah et al. (2013) provided convincing evidence that the deficit persists at moderate redshifts (z ~ 0.1-0.3). At higher-redshifts, though, the situation is more unclear. Stacey et al. (2010) compiled a number of new detections with literature measurements to suggest that the [CII]-FIR deficit persists when including high-z galaxies. The high-z points that show a deficit in this study tended to host an AGN. Wang et al. (2013a) found that the [CII]/FIR deficit also persisted in their sample of five z ~ 5 quasars detected by ALMA, and Rawle et al. (2013) found a deficit for an extreme starburst SMG at z ~ 5. Similarly, Iono et al. (2006) found [CII]/FIR ratios comparable to local ULIRGs in a z ~ 5 quasar.

The deficit is potentially not confined to [CII] emission. Graciá-Carpio et al. (2011) examined the [CII] emission properties (along with a host of other FIR lines, including [OI], [OIII], [NII] and [NI]), and found evidence for a (line flux)/FIR deficit for all of these lines. Graciá-Carpio et al. (2011) found that when plotting the deficit against L_{FIR}/M_{H2} instead of L_{FIR}, the deficit began uniformly around L_{FIR}/M_{H2} ≈ 80 L_⊙/M_⊙ for each of the emission lines. This result was confirmed for [NII] by Decarli et al. (2012).

On the other hand, some studies have found no deficit when examining [CII], as well as other nebular lines (e.g. Hailey-Dunsheath et al., 2010; Wagg et al., 2010; De Breuck et al., 2011; Ferkinhoff et al., 2011; Swinbank et al., 2012). These studies have found that at typical ULIRG luminosities, where local galaxies exhibit a clear [CII]/FIR deficit, some high-z SMGs appear to show a [CII] excess.
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The issue may be that comparing galaxies at low and high-z via simple luminosity bins is comparing apples and oranges. At a given stellar mass, galaxies at high-z have a higher SFR (and hence, $L_{\text{FIR}}$) than a z=0 analog. Indeed, further examination of Figure 46 suggests that perhaps the [CII]-FIR deficit continues to persist at high-z, though the relation is simply shifted in FIR luminosity. Hence, one reasonable approach for future studies may involve comparing the [CII]/FIR ratio against luminosity surface density, as in Díaz-Santos et al. (2013).

9.2. [CII] as a Star Formation Rate Indicator

The role of [CII] as a SFR tracer in galaxies is under debate, though is a topic of great interest in the community. If a reasonable calibration between [CII] and SFR can be determined, the line would serve as a powerful probe of high-z galaxies. At the least, [CII] does not suffer from extinction as heavily as more traditional shorter-wavelength SFR tracers.

Leech et al. (1999) presented an examination of [CII] emission from 19 Virgo cluster spirals, and found a positive correlation between the line luminosity and FIR luminosity, with less dispersion than is seen in local ULIRGs. Boselli et al. (2002) found a relation between [CII] and Hα luminosity in galaxies.

de Looze et al. (2011) presented an analysis of [CII] emission from 24 nearby star-forming galaxies, and compared the line luminosity to star formation rates determined from UV data (taken from GALEX), and MIPS 24 μm fluxes. These authors find a relatively tight correlation between the SFR of galaxies and [CII] luminosity between log(SFR) ≈ [-1,2]. de Looze et al. (2011) attribute the positive correlation to two possible explanations. The first is that the [CII] flux from PDRs comes from the regions extremely close to star forming regions, near the border of HII regions and neutral gas. The second is that the [CII] emission principally arises from cold neutral medium, and the relation between SFR and [CII] emission is simply a manifestation of the global Kennicutt-Schmidt law.

Similarly, Sargsyan et al. (2012) found that, when excluding AGN selected by the 6.2 μm PAH equivalent width, [CII] correlates well with the $L_{\text{IR}}$ of nearby galaxies, and is thus a reasonable SFR tracer in these environments. These authors further suggest that the [CII]-FIR deficit therefore owes to increased contribution to the infrared luminosity by embedded AGN.

On the other hand, the existence of a deficit of [CII] emission at high infrared luminosities (with the deficits beginning at seemingly increasing IR luminosity at increasing redshifts; c.f. Figure 45) suggests that [CII] may not be a robust tracer of a galaxy’s SFR, at least in the high luminosity regime. Beyond this, as is apparent from Figure 46, at a given infrared luminosity, there is approximately an order of magnitude scatter in the [CII]/FIR ratio. Some of this scatter may owe to the fact that [CII] can arise from both neutral and ionized gas.

9.3. [CII] Morphologies and Dynamics

At high-redshift, utilizing CO as a tracer of the morphologies and dynamics of neutral gas can become problematic. First, low-metallicity galaxies will suffer from a decreased abundance of CO, making the molecule harder to detect (c.f. § 8.2). Second, low Σ_{SFR} galaxies will typically have lower CO excitation. At increasing redshifts, a given receiver detects increasingly high excitation lines, which may be faint in low Σ_{SFR} galaxies. Both of these have motivated the exploration of alternative gas dynamical tracers in high-z galaxies, such as [CII].

A number of studies have used extremely high resolution [CII] observations to constrain the size of the emitting region of high-z quasar host galaxies. Walter et al. (2009) derived a source size of ~ 1.5 kpc, and suggested that the galaxy was undergoing an Eddington-limited starburst event. Similar compact sizes were derived for two z ∼ 4 quasar host galaxies by Gallerani et al. (2012) and Carniani et al. (2013), who also detected companion galaxies potentially due to merge with the quasar host. Carniani et al. (2013) and Wang et al. (2013a) displayed the power of using ALMA to examine the dynamics of [CII]-emitting gas in quasar host galaxies, and showed that a number of galaxies in their sample potentially exhibited rotating gas disks.

This all said, there have been a number of notable non-detections of [CII] at high-z that have called to question the reliability of [CII] as a gas tracer in high-z galaxies. For example, Kanekar et al. (2013) searched for [CII] emission from a lensed Lyman-α emitter at z ∼ 6.5, and showed a non detection. Similarly, Ouchi et al. (2013) utilized ALMA to search for [CII] from Himiko, a luminous galaxy at z ∼ 6.5 that forms stars at ~ 100 $M_\odot$ yr$^{-1}$. Similarly, these authors showed a non detection to limits $L_{\text{CII}} < 5.4 \times 10^7 L_\odot$. These studies suggest that [CII] emission may not be ubiquitous in early-Universe galaxies, even those forming stars at a relatively prodigious rate. Further investigation into the origin of [CII] emission, and its value both as an SFR tracer, as well as gas dynamics probe are warranted.
Figure 46: Relationship between $L_{\text{CII}}/L_{\text{FIR}}$ ratio and $L_{\text{FIR}}$ for both local galaxies and galaxies at mid ($z \sim 0.1-0.3$) and high-$z$. At a fixed redshift, there appears to be a deficit in the [CII]/FIR ratio at high FIR luminosities. This said, the high-$z$ points appear to be offset from the low-$z$ data. The local data is compiled by Brauher et al. (2008), with new data by Díaz-Santos et al. (2013) from the GOALS survey included as well. The data at moderate redshifts is from Farrah et al. (2013). The high-$z$ data is subdivided into quasars and SMGs, and comes from Cox et al. (2011); De Breuck et al. (2011); George et al. (2013); Gracia-Carpio et al. (2011); Ivison et al. (2010); Maiolino et al. (2005); Rawle et al. (2015); Stacey et al. (2010); Swinbank et al. (2012); Valtchanov et al. (2011); Venemans et al. (2012); Wagg et al. (2012); Wang et al. (2013a); Willott et al. (2013).
Finally, we conclude this section by briefly noting that observations of neutral atomic carbon, CI, are gaining traction in recent years. CI is a simple three level system that is typically optically thin—detection of multiple lines allows for observed constraints on the excitation temperature and column density (of carbon), and serves as a cross-check against values derived from CO (Walter et al., 2011; Alaghband-Zadeh et al., 2013).
10. The Theory of forming Dusty Galaxies

The theory of forming dusty galaxies at high-redshift has been a confounding, frustrating, and difficult subject under the general umbrella topic of astrophysical galaxy formation. As we will present in this section, while theorists have thrown every tool in their toolbox at the problem, and the methods that aim to model the origin and evolution of high-z starbursts are extremely diverse, nearly all models struggle with (generally different) aspects of matching observations of high-z dusty galaxies.

By and large, as with observations, the principle focus of theorists modeling DSFGs has been in modeling the high-z Submillimeter Galaxy population. This said, surveys of other dusty galaxy populations with Spitzer and Herschel have motivated some targeted modeling efforts (e.g. Lacey et al., 2008, 2010; Narayanan et al., 2010a; Niemi et al., 2012), and have at the least provided a strong constraint on general galaxy formation models (e.g. Somerville et al., 2012).

Our principle aims in this section are to overview the general methods employed in modeling high-z dusty galaxies, and to describe the main differences in them, along with some of their strengths and weaknesses. We will then summarize the major results in the theoretical literature of dusty galaxy formation over the last decade, and conclude the section with an outline of key differences and observable tests of the models. Finally, we note that this section is a review solely of the formation of dusty galaxies. For a more comprehensive recent review of galaxy formation theory, please see Benson (2010).

10.1. Overview of Dusty Galaxy Modeling Methods

In this section, we will first overview the principle methods that have been used in modeling high-z dusty systems, paying particular attention to how they model the details of the FIR/submm emission. The modeling methods fall into three broad classes: Semi-Analytic Models (SAMs), Cosmological Hydrodynamic Simulations, and Hybrid Models. We will briefly discuss Empirical (also known as “Backwards Evolution”) methods in the models section as they are often described as “models” and compared to observations. This said, as we will point out in this section, while empirical methods are useful in predicting the evolution of observed source counts, they are not bona fide models. Rather, they are purely based on extrapolation of observations, and thus not predictive theories of galaxy formation. Hence, our discussion of these types of methods in this review will be limited. We summarize the salient points of galaxy formation modeling methods in Table 4, as they pertain to DSFG modeling.

The main purpose in this section is to highlight both the complementary between methods, as well as the basic level at which astrophysical processes are no longer directly simulated, but rather implemented in the simulations via an analytic prescription. In principle, every simulation requires an analytic prescription at some level. The difference in scale where these prescriptions are imposed vary dramatically for galaxy formation models that aim to simulate dusty galaxies, and can range from prescriptions on the sub-parsec scale, to prescriptions on dark matter halo-scales. In Table 5 we summarize the main points made in this section, and in particular, outline key testable predictions made by many of the major SMG modeling groups.

10.1.1. Semi-Analytic Models

The term “Semi-Analytic Modeling” (SAMs) typically refers to modeling methods that draw on a combination of both numerical simulations (to model the cosmic evolution of dark matter halos), and analytic approximations (to model the structure of galaxies, and physics associated with the baryonic/luminous component of galaxies). The original framework itself goes back to seminal papers by White & Frenk (1991), Cole (1991) and Lacey & Silk (1991), and was advanced substantially by Somerville & Primack (1999). Because SAMs are typically a combination of large-scale dark matter only simulations with fairly detailed analytic prescriptions of galaxy formation and evolution, particular SAMs that drive a large number of papers are typically referred to in the literature by their host institution/city, such as the “Durham SAM”, the “Santa Cruz SAM”, or the “Munich SAM”. One exciting aspect of SAMs is that they are relatively inexpensive to run. Because of this, they can be incredibly modular (e.g. the new publicly available code, GALACTICUS by Benson, 2012), and therefore used to explore the effects of an individual astrophysical process (see Croton et al., 2006, for an example of this.). One promising way forward with SAMs is the construction of large grids of models that aim to constrain galaxy formation parameter spaces via comparison to observations through Markov Chain Monte Carlo models (e.g. Lu et al., 2011, 2012).
The only directly simulated aspect of SAMs is the dark matter-only structure formation models. With the assumption of a given cosmology and initial perturbation spectrum, these simulations are evolved forward to capture the gravitational collapse of dark matter halos, and their mergers with cosmic time. The analytic prescriptions by which the baryonic physics is treated is usually what sets the principle distinction between different SAMs. In Table 2 of his review article, Benson (2010) summarizes some of the key physical processes that are (or are not) captured by five major semi-analytic codes, though the detailed treatment of an individual physical process (e.g. star formation) can vary from model to model, and even individual models (e.g. the Durham Model) can have a number of sub-branches that differ in detail. Generally, the analytic prescriptions for baryonic physics that are incorporated into SAMs include gas cooling, feedback from stellar evolution and AGN, star formation in molecular gas, and chemical enrichment of the ISM and IGM. The structure of galaxies is necessarily derived via simplified prescriptions (e.g. exponential disks; disks with some bulge component; ellipticals).

The models of galaxies are related to observations in a semi-analytic framework typically via one of two methodologies. The first is to directly apply dust radiative transfer simulations to the galaxy model outputs. A grid of dust distribution and stellar sources is set up in a simplified geometry (e.g. an axisymmetric disk with a bulge component) corresponding to the assumption of the source structure in the SAM. The emission is then calculated from this analytic geometry self-consistently with a code such as GRASIL (e.g. Silva et al., 1998). Because the source geometry is analytically defined, it is nontrivial to describe the resolution of a SAM, other than the typical force resolution of the base dark matter-only simulation. A key advantage of this formalism is that the computation time is relatively quick, allowing for parameter-space surveys in (e.g.) the assumed IMF or dust content. This methodology has been employed by (as an example) Baugh et al. (2005), Lacey et al. (2008), González et al. (2011) and Fontanot & Somerville (2011).

The other common means for deriving SED information from galaxies assigned to halos in SAMs is via SED templates derived for observed galaxies (e.g. Dale & Helou 2002; Chary & Elbaz 2001; Rieke et al. 2009). These templates, calibrated for $z \sim 0$ LIRGs and ULIRGs, can usually be parameterized in terms of the bolometric luminosity of the galaxy, which is a readily available quantity from SAMs. This method is advantageous in that it is even faster than the aforementioned coupling of simplified geometries with dust radiative transfer codes, is not dependent on the particular geometry assumed for a given dark matter halo, not dependent on the resolution of a gridded model, and is grounded in observational data. The uncertainty, of course, is whether locally-calibrated observational templates are applicable to galaxies at the same luminosity at high-$z$. A recent example of this sort of application of observed SED templates to SAMs is presented in Somerville et al. (2012), Kim et al. (2013).

10.1.2. Cosmological Hydrodynamic Simulations

Cosmological hydrodynamic simulations build on the dark matter structure formation models that are the base of SAMs, and hydrodynamically simulate the evolution of the baryonic components of galaxies. This is the major difference between SAMs and cosmological hydrodynamic simulations: the former assign the physical properties of galaxies via analytic models, while the latter derive them from bona fide hydrodynamic simulations. Each has distinct advantages, and the methods are complementary. SAMs provide the only feasible possibility for surveying parameter spaces, and describing a reasonable landscape within which to pursue more costly simulations. Hydrodynamic simulations offer the advantage of providing a more realistic model for the formation and evolution of galaxies, but are so costly that they typically can only explore one or two parameter choices at best. When a set of simulations do not match an aspect of observations (as they are bound to do), it can be very difficult in cosmological hydrodynamic simulations to identify the source of the mismatch.

A number of publicly available codes exist for the purposes of cosmological simulations that are commonly employed[12] such as AMIGA, GADGET, ENZO, FLASH, and RAMSES. [Knebe et al. 2001, Springel 2005, The Enzo Collaboration et al. 2013, Fryxell et al. 2000, Tevssier 2002], as well as other well-known and tested codes that are not necessarily public (e.g. GASOLINE, ART and AREPO, Wadsley et al. 2004, Kravtsov 1999, Springel 2010).[13] The physics included in hydrodynamic cosmological simulations is varied even among a common set of codes, and certainly extremely diverse when considering simulations run with different codes. The hydrodynamic methods employed vary from code to code.

---

[12] Throughout, we refer to successors of a given code (e.g. GADGET-2, GADGET-3) by the base code name, and leave off the version number.

[13] A relatively up-to-date wiki describing both these codes, as well as a number of astrophysical codes is available at http://astrosim.net/code/.
as well, ranging from particle based methods (i.e. smoothed particle hydrodynamics; SPH), to grid-based codes (most principally adaptive mesh refinement; AMR), to hybrid-based methods. In many ways, the different methods agree between one another, though in others there can be stark differences (see, e.g., Nelson et al. 2013 for a recent example.). A number of code comparison projects have been performed, and are currently underway (e.g. Scannapieco et al. 2012 [Kim et al. 2013]).

10.1.3. Idealized and Hybrid Models

As a complementary method to cosmological hydrodynamic simulations, a number of groups have explored the formation of dusty galaxies via idealized hydrodynamic galaxy simulations. These typically involve evolving forward the hydrodynamic properties of baryons in galaxies that have been initialized with idealized conditions. These are generally disk galaxies, or mergers between two disks. These have an advantage of allowing for exquisitely high resolution (a few–100 pc). The disadvantage, of course, is that there is no knowledge of the cosmological context of the galaxies. So, perturbations in the galaxy structure due to environment are lost, as well as the ability to simulate surveys of galaxies.

These simulations are typically coupled with dust radiative transfer to calculate their observed SED properties. This is their main advantage when comparing to SAMs or cosmological hydrodynamic techniques. Idealized simulations offer high enough resolution that the distribution of luminous sources and dust are well-known for the calculation of the emergent SED. Similarly, idealized simulations typically offer high temporal resolution, which allows for evolutionary studies in the color evolution of galaxies.

In order to infer cosmological statistics from idealized simulations, a number of groups (e.g. Hopkins et al. 2010; Hayward et al. 2013b) have developed techniques where they combine duty cycles of particular events with galaxy merger rates and mass functions derived from cosmological dark matter-only simulations. As an illustrative example, Hayward et al. (2013b) inferred the number counts of 850µm-selected SMGs by running a large suite of idealized disk galaxies and mergers over a large range of galaxy masses and merger mass ratios through dust radiative transfer calculations. This generated the typical submm duty cycle as a function of galaxy mass and merger mass ratio. These authors then combined these duty cycles with observed stellar mass functions from $z \sim 2-4$ (in order to derive the contribution to the submm background from non-interacting galaxies), as well as theoretical galaxy-galaxy merger rates derived from cosmological simulations (in order to add in the contribution from galaxy mergers). This technique has the advantage of effectively keeping $\sim 1−100$ pc resolution over large volumes, which is entirely unfeasible with a bona fide cosmological simulation. The downside is that the impact of events such as gas accretion from the intergalactic medium, or galaxy harassment in dense environments may not be captured in this technique (though see Moster et al., 2012 for a novel methodology that can include some of these effects).

10.1.4. Empirical Methods

A number of empirical methods exist in the literature to predict the evolution of number counts at different wavelengths. These methods are not 'models' as the SAMs, cosmological simulations, or hybrid methods discussed previously in that they provide no physical information about the observed galaxies, and almost solely utilize observed parametric forms for luminosity functions and galaxy SEDs in order to make their predictions. In other words, rather than being ab initio models of galaxy formation and evolution, the empirical methods are phenomenological models with little to no physics that are constrained to fit the existing observations when making predictions for future surveys. This said, they provide strong constraints both on the SED shapes and potential evolution of galaxy luminosity functions, and are well-used in the literature as a consequence.

While the details are varied, the basic principles underlying empirical methods are similar. At their heart, empirical methods rely on combining observed SED templates of galaxies with observed luminosity functions. The free parameters in the luminosity function are then tuned such that the model matches the known number counts of existing populations in order to make predictions for surveys at as yet unobserved wavelengths. This is, of course, a simplistic description of empirical methods, and indeed many groups have added significant complexities to this basic idea. For example, Negrello et al. (2007) combined phenomenological models of starburst galaxy SED evolution with the Granato et al. (2004) SAM in order to make specific predictions regarding the counts of SMGs when considering lensed populations.
10.2. Main Results from Theories of Dusty Galaxies

As alluded to in § 10.1 forming dusty galaxies at high-$z$ has been a confounding problem for theorists across the board. In this section, we summarize the main results over the past decade, divided by the general class of methods that have attempted to understand luminous sources at high-$z$. As the reader will notice, coming up with galaxies in simulations that can reproduce some observed and inferred physical attributes of high-$z$ dusty galaxies is fairly straightforward. Doing so while also matching constraints from other low or high-$z$ galaxy populations simultaneously is significantly harder. To our knowledge, no model to date has simultaneously matched the observed number counts of SMGs while also matching their inferred physical properties, as well as the $z \sim 0$ stellar mass function in an \textit{ab initio} manner. A comparison of some of the outlined methods may also be found in van Kampen et al. (2005). As a reference for the forthcoming section, in Figure 47 we show the observed 850 $\mu$m differential number counts with a variety of theoretical models overlaid.

10.2.1. Semi-Analytic Methods

A number of SAMs pre-date the first submm/IR surveys at high-$z$, and are summarized in full in the last major review on SMGs by Blain et al. (2012). Of note, Guiderdoni et al. (1998), Blain et al. (1999), and Devriendt & Guiderdoni (2000) provided (at the time) predictions for deep submm surveys. These, and other predictions at the time tended to underpredict the number of SMGs, a problem that, as we will see, will prove to be pervasive in SAMs. In particular, these papers provided early indications that extreme assumptions were necessary to produce SMGs.

After the first sets of deep SMG counts were published, the difficulty in producing enough SMGs in cosmological models was first pointed out in a seminal paper by Baugh et al. (2005). These authors updated the then-current version of the Durham galform SAM (Granato et al., 2000) to investigate the physical properties of high-$z$ SMGs by combining analytic galaxy geometries output from the model with \texttt{GRASIL} dust radiative transfer calculations. They found that they underpredicted the observed number counts of SMGs by a factor of $\sim 30 - 50$. Constraining the model was a goal of simultaneously matching the observed LBG distribution at high-$z$, as well as the $z=0$ K-band luminosity function and IRAS 60 $\mu$m luminosity function. Beyond this, the model had a goal of not allowing the dust temperature to be a free parameter, which was a key update to empirical models that pre-dated this one.

As a solution to matching the observed SMG number counts while retaining a match to the observed LBG and $z=0$ K-band luminosity function, Baugh et al. (2005) modified the stellar initial mass function in starburst galaxies. For quiescently star-forming galaxies, the model imposed a Kennicutt (1983) model IMF, with $dn/d\ln(m) \propto m^{-x}$, with $x = 0.4$ for $M < 1 M_\odot$, and $x = 1.5$ for $M > 1 M_\odot$. For starbursts that are triggered by galaxy mergers, the IMF was modified to being extremely top heavy (in fact, flat), with $x = 0$ for all stellar masses. While the transition from a Kennicutt (1983) IMF to a flat IMF does not have a physical basis, there are a few attractive aspects to a top-heavy IMF in starbursts (beyond those already outlined in § 5.4). First, the majority of stars formed in galaxy mergers are done during early quiescent phases, rather than bursts (e.g. Cox et al., 2008). Hence, modifying the IMF in bursts alone does not severely impact the present-epoch stellar mass function. Second, increasing the fraction of massive stars formed in a generation results in both more UV luminosity per stellar mass formed, as well as more dust. Hence, while the bolometric luminosity of the galaxy increases, the spectrum is allowed to remain cold, fostering the formation of submillimeter-detectable galaxies. In this model > 99% of SMGs are triggered by galaxy mergers, and hence the IMF is predicted to be flat in essentially all SMGs. The difference in the Baugh et al. (2005) predictions for a Kennicutt (1983) and flat IMF is shown in Figure 47.

These models were examined further by Gonzalez et al. (2011), who examined the physical properties of the SMGs formed in the Baugh et al. model in detail. Gonzalez et al. (2011) find that $\sim 75\%$ of the SMGs formed in the Durham model do so in minor (mass ratio $> 1:20$) mergers, with baryonic gas fractions $> 75\%$. Roughly $22\%$ of the SMGs are formed in major mergers, and $0.7\%$ in quiescent galaxies. This is in stark contrast to some of the results from cosmological hydrodynamic and hybrid models, as we will discuss later. The resulting morphology of these galaxies is a disk plus bulge, with most ($> 2/3$) of the descendants having a bulge to total $(B/T)$ mass ratio $> 0.5$.

Swinbank et al. (2006) showed that the Baugh et al. (2005) model for SMG formation matched the observed SMG number counts, FIR and mm-wave colors, and potentially redshift distribution (though this is, of course, an area of hot debate; c.f. § 4). Similarly, a number of works have expanded this model to investigate other galaxy populations and shown reasonable correspondence with observations. Le Delliou et al. (2005, 2006) examine the properties of Lya emitters in the Baugh et al. (2005) galform model, and find good correspondence with the observed counts,
Figure 47: Observed $850\,\mu m$ differential number counts (grey squares), with theoretical curves from various models overplotted as colored lines (Granato et al., 2000, 2004; Baugh et al., 2005; Fontanot et al., 2007; Shimizu et al., 2012; Hayward et al., 2013b). We only include the typical flux density range of observed points that are considered by theoretical models that aim to match the SMG number counts. Note, we do not include the Davé et al. (2010) hydrodynamic model, or empirical models, as the theoretical counts in these cases are forced to match the observed counts by construction.
magnitudes and equivalent widths (modulo assumptions regarding a fixed escape fraction). Similarly, Lacey et al. (2008) compared the galaxies formed in the Baugh et al. (2005) model to existing Spitzer data to show that the model matches a number of IR constraints, including the strong evolution in the galaxy mid-IR luminosity function. In particular, these authors find that the modified IMF (i.e. flat IMF in starbursts) is necessary to match the observed mid-IR luminosity function evolution, and that a normal IMF in starbursts may be excluded as it predicts too little evolution in the Durham SAM.

However, Swinbank et al. (2008) show that the the synthetic K-band and mid-IR (3 – 8 µm) colors of the model galaxies in the Baugh et al. (2005) model are too low by up to a factor ~ 10 as compared to observed SMGs. This owes to a typical stellar mass of ~ 10^{10} M_\odot for SMGs in the Durham model. Qualitatively, this can be explained by the idea that a flat IMF (in merger-driven starbursts) was necessary to reproduce the observed cold dust colors of SMGs in the model. The IMF is only flat in merger-driven bursts in this model, though there are not enough mergers between massive galaxies to account for the full SMG number counts. Hence, the model required lower mass galaxies to serve as SMGs, which shows tension with observed K-band and mid-IR colors. In a similar vein, Bothwell et al. (2013a) showed that at z > 3, observed SMGs and those made in the galform model are discrepant in their predicted and observed molecular gas fractions by a factor of 2, with the model gas fractions approaching unity by z ~ 4. While gas fractions in SMGs are observed to be high (modulo potential X-factor effects; c.f. § 5.6), a gas fraction (f_{\text{gas}} = M_{\text{gas}}/(M_{\text{gas}} + M_*) > 0.9 as predicted by the galform model for z ~ 4 galaxies is not currently supported by observations. Finally, the flat IMF that galform requires in order to match the observed SMG number counts and evolution in the galaxy mid-IR luminosity function has not been observed in any nearby environment (see the recent review by Bastian et al., 2010). While some circumstantial evidence may toward more bottom-light IMFs in heavily star-forming environments (c.f. § 5.4), nothing approaching an IMF as extreme as a flat one has ever been observed. Beyond this, joint constraints on the X-factor, stellar mass, dynamical mass and IMF of observed high-z SMGs exclude a flat IMF (Tacconi et al., 2008). In summary, the flat IMF galform model put forth by the Durham group has shown success in matching a number of observations of high-z galaxies. On the other hand, there are a few notable mismatches when confronted with observations that suggest that the galform model, at least as far as dusty galaxies at high-z go, will lead to further physical insight as it is further tuned in an effort to fully match basic observational constraints of SMGs.

In complementary work, Fontanot et al. (2007) used the Model for the Rise of Galaxies and Active Galactic Nuclei (morgana) to investigate whether the observed 850 µm counts could be accounted for in hierarchical galaxy formation SAMs without any extreme assumptions regarding the IMF. Similar to Baugh et al. (2005), Fontanot et al. (2007) combined their SAM with grasil radiative transfer in order to predict the synthetic colors of their model galaxies. Utilizing a Salpeter IMF, and an updated model for gas cooling onto halos, this group was able to match the observed 850 µm number counts. The physical form of the SMGs formed in the morgana simulations are notably different from those formed in galform, however. While the latter suggested that SMGs were almost exclusively mergers, Fontanot et al. (2007) found that mergers only dominated galaxies with the highest star formation rates, SFR > 200 M_\odot yr^{-1}. As we will discuss, the idea of SMGs owing to both heavily star-forming (non-merging) galaxies, as well as mergers will be prevalent in both the cosmological hydrodynamic simulations, as well as the hybrid models for SMG formation. In principle, the difference in the models is that the Fontanot et al. (2007) model is able to form heavily star-forming galaxies without mergers owing to more efficient gas cooling from the IGM. It is noted, however, that this model over produces stars in massive galaxies, and therefore is incompatible with observations of local galaxies.

Somerville et al. (2012) presented an updated form of the Somerville & Primack (1999) SAM (i.e. the “Santa Cruz SAM”) that was combined with estimates for dust attenuation by both diffuse dust and stellar birth clouds surrounding young clusters. The energy absorbed by dust was assumed to be re-radiated in the infrared, and combined these with both theoretical SED templates by Devriendt et al. (1999), as well as the locally-calibrated observed SED templates by Rieke et al. (2009). These authors found that in order to reproduce the (rest) UV and optical luminosity functions at high-z, an evolving dust-to-metals ratio was necessary. In other words, galaxies at a comparable luminosity at high-redshift compared to a local analog needed less dust obscuration. This made reproducing the observed properties of dusty galaxies at high-z more difficult, however, and as a consequence the Somerville et al. (2012) model was unable to match the observed 250 µm SPIRE number counts, as well as the 850 µm SCUBA counts. As shown by Niemi et al. (2012), the Somerville et al. (2012) model works rather well at lower redshifts (i.e. z < 2), though shows increasing tension with observations at z > 2. The discrepancy in the Santa Cruz SAM in matching IR and submm counts becomes progressively worse at increasing wavelength. Interestingly, these models show good agreement between
the physical properties of their identified Herschel-detected galaxies, and those inferred from observations (including stellar and gas masses, star formation rate, and disk sizes). The Somerville et al. (2012) and Niemi et al. (2012) models predicted that galaxies of increasing infrared luminosity were more likely to owe their origin to a merger, though only roughly half of Herschel-detected galaxies were formed in mergers: the other 50% arose from heavily star-forming galaxies fueled by the gas-rich environment characteristic of the $z \sim 2-4$ Universe.

10.2.2. Cosmological Hydrodynamic Simulations

One of the first cosmological hydrodynamic simulations to address the origin of high-$z$ SMGs were by Fardal et al. (2001) utilizing the parallel SPH code, TreeSPH. This work combined cosmological SPH galaxy formation models with $\sim 7 \, h^{-1}$ kpc spatial resolution with an empirical recipe for converting the SFR of a galaxy to 850 $\mu$m flux density (assuming a dust temperature and SED slope $\beta$) to calculate the synthetic emission properties of high-$z$ galaxies. These authors were amongst the first to advocate a scenario in which nearly all SMGs at high-$z$ formed from massive, heavily star-forming galaxies that are not undergoing a merger. This will be a common feature of cosmological hydrodynamic models. A key feature of this model is that SMGs are not modeled as starbursts, but rather typically have much lower SFRs than is canonically assumed of the population, with a median simulated SFR of $\sim 100 \, M_{\odot}/yr^{-1}$ with long duration SFR timescales.

Finlator et al. (2006) discussed a similar scenario for the formation of SMGs. When exploring the physical properties of $z \sim 4$ galaxies in a cosmological hydrodynamic simulation run with gadget, these authors noted a number of galaxies in their simulated volume with SFRs exceeding 100 $M_{\odot}yr^{-1}$, with two exceeding 1000 $M_{\odot}yr^{-1}$. Subsequently, Dekel et al. (2009a) showed that these large SFRs owed to the growth of galaxies via the accretion of cold gas from the IGM, at a time when the Universe was denser, and hence cooling times were shorter. Dekel et al. (2009a) suggest that approximately half of SMGs with flux densities $S_{850} > 5$ mJy form in mergers with mass ratios $M_1/M_2 > 0.1$, while the other half owe their large SFRs to smoother gas accretion from the IGM.

Building on these studies, Davé et al. (2010) performed the most extensive study of the physical properties of SMGs in cosmological hydrodynamic simulations to date. These authors ran a 100 Mpc $h^{-1}$ cosmological simulation with the $N$-body/SPH code gadget, with an effective resolution of 3.75 kpc $h^{-1}$. The simulations, which included physical prescriptions for momentum-driven winds and chemical enrichment, have previously shown good agreement with the galaxy mass-metallicity relation (Finlator & Davé 2008), observed IGM enrichment (Oppenheimer & Davé, 2006, 2008, 2009), and the cosmological evolution of the UV-luminosity function. Davé et al. (2010) identified SMGs as the most heavily star-forming galaxies in their simulations, and chose all SMGs above a given SFR threshold such that their abundance matched the observed number counts of SMGs. Hence, these simulations took the ansatz of matching the number counts by construction, and asked what the physical properties of these galaxies in cosmological hydrodynamic simulations were. This threshold SFR for SMG identification was $180 \, M_{\odot}/yr^{-1}$.

As in previous cosmological hydrodynamic simulations, the bulk of the SMGs modeled by Davé et al. (2010) were massive star-forming galaxies that were not undergoing a merger-driven starburst. As such, these galaxies, for the most part, live on an extension of the galaxy SFR-$M_*$ main sequence defined by lower-mass galaxies. The model galaxies had typical log ($M_*) = [11,11.8]$, baryonic gas fractions $\sim 20–40\%$, and SFRs ranging from $180–570 \, M_{\odot}/yr^{-1}$. While the bulk of the physical properties of the simulated SMGs in the Davé et al. (2010) model match those inferred from observations, the SFRs tend to be a factor $\sim 2–5$ lower than what is observed. This dilemma originates in the fact that there are not enough mergers in the simulations for all SMGs to be accounted for by mergers, at least for galaxies as massive as $M_* \sim 10^{11} \, M_{\odot}$ (e.g. Guo & White, 2008; Hopkins et al., 2010). Without bursts, the SFR is, to first order, regulated by the gas accretion rate from the IGM, which is dictated by the ever-growing gravitational potential in the halo (e.g. Dekel et al., 2009b). Similar issues plague most cosmological simulations, which fail to match the observed normalization of the SFR-$M_*$ relation at $z \sim 2$ (e.g. Davé 2008, Weinmann et al., 2011). Suggestions of a bottom-light IMF have been suggested to ameliorate the issue (e.g. Narayanan & Davé, 2012a,b), though this may come at the cost of introducing a tension with stellar absorption line measurements in local massive galaxies, the presumed descendants of high-$z$ starbursts (c.f. §5.4). In the Davé et al. (2010) model, 1 galaxy out of the 41 in their simulated sample was undergoing a major ($M_1/M_2 > 1/3$) merger.

14While the Fardal et al. (2001) work was never formally published, it appears on the arXiv, and is still referred to heavily in the theoretical SMG literature. Hence, we include it in our review.

15Note, that the term “major merger” is typically attributed to galaxies with mass ratio $M_1/M_2 > 1/3$, rather than 0.1.
Finally, Shimizu et al. (2012) performed cosmological hydrodynamic simulations with GADGET as well, though including a simplified dust absorption model and grey-body emission for the SED. These authors find that they are able to reproduce the number counts and clustering amplitude of observed SMGs, and predict a stellar mass of $> 10^{11} \, M_\odot$ for all $S_{850} > 1 \, mJy$ SMGs (note that this is different from the canonical definition used by the other theoretical models described here, of $S_{850} > 5 \, mJy$). Shimizu et al. (2012) find many more galaxies with SFR $> 500 \, M_\odot yr^{-1}$ than Davé et al. (2010), though also simulate many more galaxies such that it is not clear how the percentages compare. The stellar masses found in this study are amongst the largest compared to the other models discussed thus far, with $\log (M_\ast) = [11,12.4]$.

10.2.3. Idealized and Hybrid Simulations

High-resolution galaxy merger and isolated disk simulations have long been examined to study the detailed star formation properties of star-forming galaxies. Chakrabarti et al. (2008) coupled a series of eight 1:1 idealized major merger GADGET SPH simulations with RADISH, a 3D Monte Carlo radiative equilibrium dust radiative transfer code to calculate the synthetic SED properties of these galaxies. Chakrabarti et al. (2008) showed, as has been previously seen by a number of groups, that galaxies of increasing mass have increasing star formation rates, and that coplanar galaxy mergers tend to undergo larger bursts than those merging orthogonally. These authors examined the time evolution of the $850 \, \mu m$ flux density for galaxy mergers, as well as the black hole growth rates, and synthetic Spitzer and Herschel colors.

The models of Chakrabarti et al. (2008) found peak SFRs of 3000-4000 $M_\odot yr^{-1}$, comparable to some inferred estimates of observed galaxies. This said, they were only marginally able to produce a galaxy that was as bright as $S_{850} \approx 4 \, mJy$ for a timescale of 10-20 Myr with even their most massive galaxies. The brightest galaxy in this study (4 mJy at 850 $\mu m$) had a stellar mass $M_\ast = 9.4 \times 10^{11} M_\odot$, suggesting that the majority of $S_{850} > 5 \, mJy$ SMGs in this model would require $M_\ast > 10^{12} M_\odot$. Referring to §5.3, this includes only the most massive galaxies utilizing the Michałowski et al. (2012) estimates, which are at the upper end of SMG mass estimates.

Narayanan et al. (2010c) examined the properties of a series of galaxy mergers over a range of galaxy masses and merger mass ratios, as well as idealized isolated disk galaxies utilizing GADGET as the N-body/hydrodynamics solver. These authors coupled these simulations with SUNRISE, a 3D Monte Carlo dust radiative transfer code in order to produce the simulated SED and nebular line properties of their simulated galaxies. A key difference between SUNRISE and RADISH is the inclusion of photo-dissociation region (PDR) modeling. The UV absorption and subsequent long-wavelength re-emission from the cold PDRs surrounding young stellar clusters formed in the galaxy merger is captured in SUNRISE via the inclusion of MAPPINGS photoionization calculations (Groves et al. 2008). Narayanan et al. (2010c) suggested that the bulk of the 850 $\mu m$ flux density to arise during a galaxy merger was due to the obscuration by stellar birth clouds, though neglecting these, but treating the molecular ISM as having a volume filling fraction of unity could achieve the same effect. These galaxies produced SMGs with a range of peak flux densities, from the common $S_{850} = 5 \, mJy$ to the extreme 15 mJy (comparable to, e.g. GN20). The stellar masses ranged from $\sim 3 \times 8 \times 10^{11} \, M_\odot$, and the galaxies lived in haloes ranging from $\sim 7 \times 10^{12} \, M_\odot$.

Follow-up work by Narayanan et al. (2009) investigated the simulated CO properties of the Narayanan et al. (2010c) model SMG sample by combining the GADGET simulations with TURTLEBEACH (Narayanan et al. 2006a,b, 2008) and 3D non-LTE Monte Carlo molecular line radiative transfer calculations in post-processing. These authors found that SMGs that formed in galaxy mergers show broad CO line widths, varied CO morphologies, and typically subthermal CO excitation, comparable to previous observations (c.f. §8.5).

Similarly, Narayanan et al. (2010b) examined the synthetic optical and Spitzer colors from these simulations with a goal of understanding the physical properties of DOGs. In this model, DOGs may owe to a variety of origins, with lower-luminosity DOGs generally being ascribed to isolated disk galaxies, and higher luminosity DOGs almost arising almost exclusively from mergers. The most luminous DOGs with a power-law mid-IR SED may represent an transition stage between a starburst-dominated merger-driven SMG, and an optical quasar phase. During this phase, the black holes grow rapidly, and rise from lying below the $M_{BH} - \sigma$ relation to on it. Moreover, because of the diversity of the DOG population, there is a large overlap between the SMG and DOG populations in this picture, a result that is confirmed by at least some observations (Pope et al. 2008a).

The Narayanan et al. (2009, 2010) series of models were expanded upon substantially in a series of papers by Hayward et al. (2011, 2012, 2013a,b) and Hayward (2013). In summary, these papers comprise a nuanced picture of SMGs in which SMGs do not owe specifically to either isolated disk galaxies, or galaxy mergers, but a combination of...
<table>
<thead>
<tr>
<th>Model Type</th>
<th>Directly Simulated†</th>
<th>Scale of Analytic Approximations</th>
<th>How Radiative Transfer is Done</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAM</td>
<td>Cosmic Dark Matter</td>
<td>Galaxy Scales</td>
<td>Axisymmetric analytic galaxy models coupled with 3D dust radiative transfer</td>
</tr>
<tr>
<td>Cosmological Hydro</td>
<td>Cosmic Dark Matter Baryons in Galaxies and IGM</td>
<td>≲ 5 kpc</td>
<td>Either N/A or analytic approximations</td>
</tr>
<tr>
<td>Idealized</td>
<td>Baryons in Galaxies (decoupled from environment)</td>
<td>Molecular Cloud (≲ 100 pc)</td>
<td>3D dust radiative transfer</td>
</tr>
<tr>
<td>Hybrid</td>
<td>Cosmic Dark Matter Baryons in Galaxies (decoupled from environment)</td>
<td>Molecular Cloud (≲ 100 pc)</td>
<td>3D dust radiative transfer</td>
</tr>
</tbody>
</table>

† This column refers to what component of the galaxy formation models is directly simulated via numerical modeling (as opposed to via analytic approximation).

The two. Along with these, pairs of galaxies (sometimes physically associated, other times, not) make up the observed SMG number counts. Hayward et al. (2011) showed that during the coalescence of a galaxy merger, galaxies become more compact, and drop in dust mass driving an increased dust temperature. This has the effect of starbursts being relatively inefficient at boosting submm flux density. These authors showed that the relationship between the SFR of a galaxy and 850 flux density is relatively weak. A major finding from this work, as well as Hayward et al. (2012), was that it is unlikely that starbursts alone can make up the full SMG galaxy number counts, and that pairs of galaxies inspiralling in toward a final merger coalescence may contribute substantially.

While idealized simulations such as those performed by Chakrabarti et al. (2008) and Narayanan et al. (2009, 2010a,c) have the advantage of having high-enough spatial resolution that their physical geometry, and consequent radiative transfer solutions are well-characterized, they offer no information about the general population as they are not cosmological calculations. The hybrid methodology to extrapolate the properties of idealized simulations to a cosmological context was first developed by Hopkins et al. (2010). The basic construct behind these models was to utilize theoretical halo mass functions, and assign galaxies to them utilizing an abundance matching technique (e.g. Conroy & Wechsler 2009; Behroozi et al. 2010). These would then be combined with the results of high-resolution merger calculations in order to determine the typical burst luminosity from a galaxy merger, or steady-state SFR from an isolated disk galaxy of a given mass. By convolving the two, Hopkins et al. (2010) measured the contribution of mergers, AGN and isolated-disk galaxies to observed infrared luminosity functions.

This methodology was improved upon by Hayward et al. (2013b), and directly applied to observations of high-z dusty galaxies. By running a large suite of idealized disk galaxy simulations, as well as galaxy mergers over a range of galaxy masses, merger mass ratios, and merger orbits, these authors derived a mean submm duty cycle for galaxies as a function of these galaxy physical properties. In order to simulate the results from deep submm surveys, Hayward et al. (2013b) then combined these results with simulated galaxy merger rates, as well as observed stellar mass functions (in order to quantify the abundance of non-interacting galaxies). By combining this multi-scale methodology, these authors found they were able to match the observed SMG number counts when accounting for the full contribution of merger-induced starbursts, non-interacting galaxies, and galaxy pairs that were physically associated. Hayward et al. (2013a) showed that physically unassociated galaxies (i.e. galaxies at substantially different redshifts) may also contribute to the observed SMG number counts.

These sorts of hybrid methods have both distinct advantages and disadvantages. The most positive aspect of this multi-scale methodology is that it allows for an extremely large dynamic range of physical processes to be modeled. For example, the Hayward et al. (2013b) model effectively has ~ 50 – 100 pc resolution (i.e. resolving the surfaces of large giant molecular clouds) over cosmological volumes. This sort of treatment is important when modeling both the detailed processes that occur in a chaotic system, such as a galaxy merger, as well as resolving the spatial distribution of luminous sources and dust. Because the simulations are anchored in high-resolution hydrodynamic
models, few assumptions regarding the spatial geometry of the system have to be made going into the radiative transfer calculations. This is something that cosmological simulations, at least in their current state, are unable to do given resolution limitations. On the down side, this approach is not truly \textit{ab initio} as a bona fide cosmological simulation. For example, the hybrid approach does not allow for a direct investigation as to the role of continuous gas-replenishment of galaxies from the IGM.

\textbf{10.3. Testable Predictions and Key Differences between Models}

In Table 5, we summarize the key testable predictions of some of the major models for SMG formation in the literature. We provide literature references for each model, as well as list the major codes and methodologies used. While the exact same physical quantities are not always available for each model, Table 5 should provide a relatively direct way of comparing the direct predictions from different SMG formation models. While some of the predictions were available from the literature, others had to be obtained via private communication. Oftentimes, the simulations were no longer available owing to computer crashes and retirements; hence, some predictions may not be available.
<table>
<thead>
<tr>
<th>Model Reference</th>
<th>Code</th>
<th>Methodology</th>
<th>Distinguishing Predictions for $z=2$ SMGs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Granato et al. (2004)</td>
<td>galform</td>
<td>SAM</td>
<td>No Predictions Available</td>
</tr>
</tbody>
</table>
| Baugh et al. (2005)          | galform| SAM                  | $M_\star = 2.1 \times 10^{11} \text{ M}_\odot$  
$M_{\text{halo}} = 2.2 \times 10^{12} \text{ M}_\odot$
22% major ($M_1/M_2 > 1/3$) mergers
77% minor ($M_1/M_2 < 1/3$) mergers  
$f_{\text{gas}} > 0.75$ (for minor mergers)
$S_{850} > 5$ mJy duty cycle‡: 0.1 Gyr
Flat stellar IMF in starbursts |
| González et al. (2011)       | GRASIL | Dust Radiative Transfer | $M_{\text{halo}} = 2.2 \times 10^{12} \text{ M}_\odot$
$M_{\star} > 0.75 \text{ M}_\odot$
$22 \%$ major ($M_1/M_2 > 1/3$) mergers
$77 \%$ minor ($M_1/M_2 < 1/3$) mergers

| Chakrabarti et al. (2008)    | GADGET | Idealized Hydro      | $M_{\star} > 9.4 \times 10^{11} \text{ M}_\odot$
Dust Radiative Transfer necessary for $S_{850} > 5$ mJy |
| Fontanot et al. (2007)       | MORGANA| SAM                  | $M_{\star} = 3.5 \times 10^{11} \text{ M}_\odot$
$M_{\text{halo}} = 7 \times 10^{13} \text{ M}_\odot$
$f_{\text{gas}} = 0.33$
SFR = 183 M$_\odot$yr$^{-1}$ |
| Dekel et al. (2009a)         | RAMSES | Cosmological Hydro (AMR) | ~1/2 of SMGs with $S_{850} > 5$ mJy will be mergers with $M_1/M_2 > 0.1$ |
| Davé et al. (2010)           | GADGET | Cosmological Hydro (PH) | $M_{\star} \approx 10^{11} - 5 \times 10^{11} \text{ M}_\odot$
$M_{\text{halo}} \approx 6 \times 10^{12} - 4 \times 10^{13} \text{ M}_\odot$
$2 \%$ major ($M_1/M_2 > 1/3$) mergers
$f_{\text{gas}} = 0.2 - 0.4$
SFR = 180 - 570 M$_\odot$yr$^{-1}$ |
| Somerville et al. (2012)     | SANTA CRUZ | SAM                  | No Predictions Available* |
| Shimizu et al. (2012)        | GADGET | Cosmological Hydro (PH) | $M_{\star} = 5 - 35 \times 10^{11} \text{ M}_\odot$
$M_{\text{halo}} = 1.4 - 10 \times 10^{13} \text{ M}_\odot$
$f_{\text{gas}} = 0.7 - 0.8$
SFR = 250 - 1950         |
| Hayward et al. (2013b)       | GADGET | Hybrid               | Physically Associated Galaxies:
$M_{\star} = 6 - 10 \times 10^{10} \text{ M}_\odot$
$M_{\text{halo}} = 3 - 5 \times 10^{12} \text{ M}_\odot$
SFR > 160 M$_\odot$yr$^{-1}$ |
| Narayanan et al. (2010c)     | SUNRISE | Dust Radiative Transfer | Physically Unassociated Galaxies (blends)‡:  
Median $M_{\star} = 9 \times 10^{10} \text{ M}_\odot$
Median $M_{\text{halo}} = 5 \times 10^{12} \text{ M}_\odot$
Median SFR = 190 M$_\odot$yr$^{-1}$ |

*We only include SAMs, hydrodynamic and hybrid models as they make bona fide predictions for physical quantities.

‡Median quantities for $S_{850} > 5$ mJy SMGs

* Numbers obtained from authors via private communication.
11. Future directions

The study of dusty star-forming galaxies (DSFGs) at high redshifts has passed through major milestones over the last decade. At the time of [Blain et al. (2002)] review the principle DSFGs were identified at 850 µm as submillimeter galaxies (SMGs) with flux densities in excess of a few mJy. The rate of discovery of SMGs with the initial SCUBA instrument on JCMT was at the level of one per 10 hours of observations on the sky. Since SCUBA, new instruments on single-dish ground-based experiments, especially LABOCA, AzTEC, and SCUBA-2, have expanded the submm surveys with an order of magnitude increase in the discovery rate. Moving from single-dish observations, interferometers such as JVLA, SMA and IRAM/PdBI allowed the detailed follow-up studies on the nature of these galaxies at high resolution and allowed studies especially on the molecular gas content and distribution.

Over the last five years, another order of magnitude improvement in our ability to discover DSFGs at high redshifts came from the space-based observations with the Herschel Space Observatory. The SPIRE instrument could image a square degree on the sky down below the source confusion noise of 6 to 8 mJy at 250, 350 and 500µm, simultaneously, in less than two hours. A square degree imaged with SPIRE generally contains about 1000 sources individually detected, while the source confusion itself contains significant information on the counts and spatial distribution of the fainter sources below the individual detection threshold. With over 1200 square degrees mapped and existing in the data archive, Herschel has now left a lasting legacy for follow-up observations over the coming decades with new facilities. Among these that have started to make important impact is the Atacama Large Millimeter Array (ALMA). At its full capability ALMA will be able to detect the ionized gas emission as traced by the 158 µm [CII] line from a Milky Way-like galaxy at z ~ 3 in less than 24 hours of observations.

Moving forward, during the remainder of this decade and early next decade, we expect significant advances in our understanding of DSFGs at high redshifts from planned facilities like CCAT, JWST, SPICA, and thirty meter-class telescopes with adaptive optics over arcminute areas on the sky in infrared wavelengths. We end our review with a list of scientific questions and goals for future science programs relating to DSFGs:

1. Resolve 100% of the cosmic infrared background at submm wavelengths into individual galaxies. For reference we note that deep images with Herschel-SPIRE have only resolved 10% of the cosmic infrared background at 350 and 500 µm to individual galaxies, while indirect techniques like stacking on known galaxy populations or using gravitational lensing can account for ~80% of the background. It will become necessary to resolve the background directly in submm wavelength imaging data to address if the galaxies that make up the remainder of the background are very high redshift star forming galaxies or a fainter galaxy population at low redshifts that are missing from the deep near-IR imaging data such as with Spitzer/IRAC.

2. Find statistically significant samples of z > 4 DSFGs and SMGs to be able to measure the LFs at z = 4 to the epoch of reionization at z > 6 to establish the cosmic star-formation rate density (SFRD) of DSFGs. This will shed light on dust obscuration shortly after the epoch of reionization. Currently only a handful of SMGs are known at z > 5 and most are gravitationally lensed with the accuracy of lensing models limiting our ability to use them for a cosmological measurement as the SFRD. Separately, measurements of the escape fraction of the Ly-α photons fesc of z > 6 SMGs like HFLS3 will be necessary to establish if such sources with vigorous star-formation, are an important contributor to the UV ionizing photon background responsible for reionization at the highest redshifts of the universe. If the SMGs are an important contributor they could easily dominate the UV photon budget and alleviate the current need for a reionization model dominated by UV photons from faint, small galaxies.

3. While lensed DSFGs cause some issues with interpretation, they are also useful in many other ways. Through spatial enhancement provided by extreme lensing magnification events, it will become necessary to study the internal structure of L = 10^{10} to 10^{11} L⊙ sub-LIRGs to HyLIRGs at z ~ 2 to 4 to study how their internal physical processes related to star-formation scale with the luminosity and for comparison with samples at low redshifts. Such observations could also separate and establish the fraction of merger-driven vs. cold-gas accreting modes of star-formation. Sufficient samples of lensed DSFGs may already exist with wide area surveys of Herschel and SPT.

4. The existing calibrations related to SFR and luminosity are limited to near-by galaxies and for handful of calibrators. In future it will become necessary to re-calibrate extinction estimates at optical wavelengths, particularly relevant to studies during the epoch of reionization, especially to establish the abundance of dust in the...
early universe. In general, it is also crucial that we re-calibrate all of the star-formation indicators with new dust and gas information in hand at high redshifts as the existing relations may have significant evolutionary trends that are currently ignored.

5. Map out [CII] and CO(1-0) gas of \( z > 6 \) galaxies and combine with low-frequency 21-cm radio interferometers studying the epoch of reionization to measure the ionizing bubble sizes of star-forming galaxies and the growth of ionized bubble size during reionization as a function of the star-formation rate and gas mass to study the physical processes responsible for reionization. These studies are likely best done in the context of intensity mapping where galaxies are not individually resolved with either [CII] or CO(1-0) line, while also carrying out wider area surveys optimally matched to the resolution and area of 21-cm surveys. The measurements could be pursued in terms of statistics such as the intensity power spectra and cross power spectra.

6. There are still large uncertainties on our understanding of molecular and ionized gas processes at submm and mm wavelengths. For example, a crucial objective of the near term studies should be to understand the physical origins of [CII] emission, when it is a good SFR tracer, where the [CII]-FIR luminosity deficit originates, and how [CII] line intensity varies with the metallicity.

7. On the theory side, the community needs to develop a comprehensive model that accounts for the number counts, clustering, and redshift distribution of various DSFG populations, while not violating other cosmic constraints (e.g. luminosity functions and stellar mass functions)

These are just a set of questions that we have picked from our favorite science topics. There are many more science goals for future programs, but the underlying theme is very clear: while we have made significant advances over the last ten years in our ability to find and understand DSFGs we are far from over in our quest to understand the physical processes that govern the high redshift star-formation and assembly of galaxies. Over the next ten years we expect new advances with ALMA, JWST and CCAT, among many other current and planned facilities, on our understanding of the dusty, star-forming galaxies at high redshifts.
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12. Glossary of terms associated with Dusty, Star-Forming Galaxies

A short glossary of terms relevant to this review:

- **SMG**: Submillimeter Galaxy
  SMGs were initially defined as galaxies detected at 850\(\mu\)m with the SCUBA instrument at the James Clerk Maxwell Telescope (JCMT); they have flux densities \(S_{850} \gtrsim 2–5\) mJy. More recently, the term ‘SMG’ has been used in a more broad sense to apply not only to galaxies luminous at 850\(\mu\)m, but galaxies with continuum detections \(\gtrsim 1\) mJy anywhere from \(\sim 250\mu\)m–2 mm.

- **MMG**: MilliMeter-selected Galaxy
  Galaxies detected at millimeter wavelengths; this is a broad term which refers to SMG-like galaxies which are detected around 1 mm (ranging from \(\sim 850\mu\)m–1.2 mm), as opposed to galaxies detected from 250–500\(\mu\)m.

- **OFRG**: Optically Faint Radio Galaxy
  OFRGs are optically-faint (\(i \lesssim 23\)) \(\mu\)Jy radio galaxies which are not 850\(\mu\)m-detected (\(S_{850} \lesssim 2–5\) mJy [Chapman et al., 2004a]). OFRGs were originally proposed as an alternate class of dusty star forming galaxy which are not luminous at 850\(\mu\)m due to a temperature bias selection effect. The radio emission is thought to be dominated by star-formation and not AGN.

- **SFRG**: Submillimeter Faint, Star Forming Radio Galaxy
  SFRGs are submillimeter-faint \(\mu\)Jy radio galaxies like OFRGs, although unlike OFRGs, SFRGs need not be optically faint. SFRGs were described in [Casey et al., 2009a] as an updated classification to OFRGs; since many SMGs are not optically faint (\(i > 23\)), removing the optically-faint classification from submillimeter-faint galaxies was necessary to estimate how many dusty galaxies were missing from SCUBA surveys in the pre-Herschel era.

- **DOG**: Dust-Obscured Galaxy
  DOGs are extremely red galaxies selected by their \(R - [24]\) color to be redder than most ultraluminous infrared galaxies at all redshifts. The formal selection is defined in [Dey et al., 2008] as galaxies which satisfy the following two criteria: (1) \(F_{24\mu m} \gtrsim 0.3\) mJy, and (2) \((R - [24]) \gtrsim 14\) (Vega) mag. This corresponds to flux density ratios \(F_{24\mu m}/F_R \gtrsim 982\). [Pope et al., 2008b] later loosened the first criteria to accept galaxies of lower flux densities, i.e. \(F_{24\mu m} \gtrsim 100\) \(\mu\)Jy.

- **SFG**: Star Forming Galaxy
  SFG is a generic term for normal star forming galaxies which might include star forming BzK galaxies, BX/BM galaxies, LBGs. SFGs exclude ULIRGs, SMGs, or other extreme starburst populations summarized in this review. Although the definition of SFG is not strictly defined in observational terms, several works have claimed that SFGs can be broadly described as sitting on the normal galaxy ‘main sequence’ [Noeske et al., 2007b] and are mostly not made up of secularly evolving, disk galaxies [Shapiro et al., 2008, Förster Schreiber et al., 2009, Tacconi et al., 2010, Daddi et al., 2010a, Genzel et al., 2010].

- **HSG**: Herschel-selected Galaxy
  Herschel-selected galaxies can refer to any galaxy selected in the Herschel PACS (100\(\mu\)m, 160\(\mu\)m) or SPIRE (250\(\mu\)m, 350\(\mu\)m, or 500\(\mu\)m) bands. [Casey et al., 2012a] defines HSGs as galaxies detected at \(\gtrsim 3\sigma\) significance in at least one of the three SPIRE bands, where \(\sigma\) represents the instrumental and confusion noise uncertainty, so the detection criteria for HSGs are approximately \(S_{250} > 12\) mJy, \(S_{350} > 14\) mJy, and \(S_{500} > 15\) mJy.

- **DSFG**: Dusty Star Forming Galaxy
  DSFG is a generic term for star forming galaxies which contain substantial amounts of dust or whose rest-frame optical/ultraviolet light might be significantly obscured. There is no strict observational definition for DSFGs, although the term has been used to refer to both extreme starbursts and more moderate star forming galaxies.
• **ULIRG:** Ultraluminous Infrared Galaxy
  ULIRGs are defined as having $8$–$1000\mu m$ luminosities between $10^{12} L_\odot$ and $10^{13} L_\odot$.

• **LIRG:** Luminous Infrared Galaxy
  LIRGs are defined as having $8$–$100\mu m$ luminosities between $10^{11} L_\odot$ and $10^{12} L_\odot$.

• **HyLIRG/HLIRG:** Hyperluminous Infrared Galaxy
  HyLIRGs (or HLIRGs) are defined as having $8$–$1000\mu m$ luminosities between $10^{13} L_\odot$ and $10^{14} L_\odot$.
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